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ABSTRACT

The effort reported in this dissertation was motivated by field-scale
observations of redox zones. Redox zones typically develop due to microbial
oxidation of organic carbon coupled to a sequence of oxidants. For this study,
new simulation protocols were developed because currently available methods
either (i) use rate-limited reactions and empirical methods to select which
oxidant should be used or (ii) use thermodynamic cons’;raints to select which
oxidant to use but impose equilibrium among all redox reactions.

A “compartmentalized” approach to solving the geochemical problem,
that has a direct analogy to redox zones, was developed and tested for a
geochemical batch system. Each compartment uses a set of reactions that is
representative of a particular redox zone while ignoring insignificant redox
reactions. A statistical model evaluation indicated that the compartmentalized
approach performs accurately.

The compartmentalized approach was then coupled to a solute transport
simulator using the sequeﬁtial iteration approach. The decoupled reaction
networks that arise from the compartmentalized approach allow for a significant
reduction in the number of solute transport equations that are needed to
simulate the development of redox zones. The compartmentalized solute
transport model was successfully tested in one and two dimensions under

simplified conditions.
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Two field-scale simulations {(one- and two-dimensional) that were based
upon the U.S. Geological Survey’s Cape Cod research site were then conducted.
For the two-dimensional simulation, a groundwater flow model was used to
generate a velocity field to demonstrate the usefulness of the new transport
model for simulating field-scale reactive transport phenomena. The sequence of
redox zones observed in the field and the nature of the boundaries between the
zones were captured well with the compartmentalized solute transport model.

The compartmentalized approach uses thermodynamics to select which
oxidant to couple to the oxidation of organic carbon, and treats the kinetic
aspects of the problem without imposing equilibrium on all redox reactions.
Local geochemical conditions are used by the model to determine if redox
reactions behave in a rate-limited or thermodynamically-limited manner. The
kinetic framework can use any rate expression, allowing the reactions that drive

redox zone development to be simulated as rate-limited, biological processes.
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CHAPTER 1

INTRODUCTION

Contamination of groundwater resources poses a serious threat to the
health of the general public. A major goal of hydrogeologists is to develop an
understanding of the physical and chemical processes that control the fate and
transport of hazardous substances in the subsurface. As that understanding
grows, predictions of‘ contaminant fate and decisions related to remediation can
be made on an ever-firmer theoretical basis.

The focus of this dissertation is to contribute to a fundamental
understanding of the development of redox zones in contaminated aquifers. The
general approach is to use numerical simulation as a tool to test hypotheses. The
two particular, overall questions asked are the following: Can models that
couple (i) groundwater flow, (ii) solute transport, and (iii) microbially-mediated
geochemical reactions simulate the development of redox zones as observed in
the field? If widely available, “off-the-shelf” models cannot readily perform the
task, what modifications are needed? The requirements to be imposed upon the
complete simulation approach are that all three model components (i.e.,

groundwater flow, solute transport, and geochemical reactions) must be process-



based, described by the appropriate and complete mathematics, and solved
rigorously.

Process-based descriptions of groundwater flow, solute transport, and
geochemical reactions and techniques for solving the equations that arise from
them are well known when these processes are considered separately. However,
separate consideration of these processes is insufficient for describing redox zone
development because the zones develop as a consequence of the interaction of
the processes. Numerical difficulties that are more easily handled when the
processes are considered separately present major challenges when they are
coupled together. Rate-limited, competing reactions are key in redox zone
development yet currently available methods either use empirical approaches to
control competing reactions or inappropriately impose thermodynamic

equilibrium on competing reactions

Objectives of the Dissertation

This study was motivated by observations that were made at the field
scale. Redox zones, which are often delineated by the relative concentrations of
dissolved oxygen, have been observed around the globe. The distribution of
other redox-sensitive species is also affected by redox zonation. For instance,
zones of high concentrations of dissolved iron have been observed in settings

where no external source of dissolved iron exists. This is particularly true at the



U.S. Geological Survey’s Cape Cod research site, where an anoxic zone that
contains high concentrations of dissolved iron has been observed. At the Cape
Cod site, the iron zone has sharp boundaries, i.e., the edges of the iron zone have
very large concentration gradients.

The driving question posed in this dissertation is: How did the iron zone
in the Cape Cod site aquifer form? It is not sufficient to simply apply commonly
known ideas to this question in a qualitative manner. For example, in
quantifying the processes that led to the formation of the iron zone, it becomes
apparent that there is a network of reactions that are interdependent and that
this reaction network is greatly influenced by groundwater solute transport.

To simulate quantitatively the development of the iron zone, it is first
necessary to simulate the development of the redox zones that precede it. The
temporal and spatial scales of this simulation problem can be quite large. Itis
my opinion that by asking certain germane questions about the solute plume,
and, in particular the redox zones, the overall problem can be made much more
tractable without losing the essence of the original, motivating question. To this
end, select questions related to the evolution of the contaminant plume at the
Cape Cod site are asked and answered within this dissertation. The overall
objective of this effort is to test hypotheses and develop concepts related to the
development of redox zones. Along these lines, the dissertation is divided into
three parts; (i) development of a new method to solve the

thermodynamic/kinetic reaction network that describes redox zone



development, (ii) incorporation of the new method into a solute transport

framework, and (iii) a discussion of potential extensions and future directions

related to (i) and (ii).

After an introduction that includes a discussion of the occurrence of redox

zones, current approaches to modeling redox zone development, a general

description of the Cape Cod field site, the treatment of various components of

modeling techniques used in this dissertation, and a detailed description of the

organization of this dissertation, the following questions are asked:

What chemical reactions are responsible for the existence of the redox
zones at the Cape Cod Site?

Are all the chemical reactions rate limited?

What is the impact of considering only the major, or primary,
reactions?

How does one solve the thermodynamic/kinetic reaction network?
What are some of the issues related to solving the reaction network
when it is coupled to a solute transport simulator?

What causes the anoxic zone to occur downgradient from the source
instead of immediately adjacent to the source?

Does the proposed reaction network explain the changes in pH,
alkalinity, and concentrations of redox-sensitive constituents that are

observed along a flow path?



¢ Do the simulation results support the idea that the Cape Cod redox
system is organic carbon limited?

e What can be gained by going to two dimensions?

e [s the suboxic transition zone that is located above and below the

anoxic zone a result of hydrogeology, chemistry, or both?

Occurrence of Redox Zones

Redox zones have been recognized in many aquifers, both pristine and
contaminated, throughout the world [Baedecker and Back, 1979a, b; Champ et al.,
1979; Edmunds et al., 1982, 1984; Jackson and Patterson, 1982, Barcelona et al., 1989;
Lyngkilde and Christensen, 1992; Baedecker et al., 1993; Bennett et al., 1993; Eganhouse
et al., 1993; Cozzarelli et al., 1994; Lovley et al., 1994; Abrams et al., 1998]. The zones
result from the oxidation of organic carbon coupled to a sequence of inorganic
oxidants. The dominant oxidant under any particular geochemical condition is
the one that yields the greatest free energy change per mole of organic carbon
oxidized [Champ et al., 1979; Froelich et al., 1979]. As each oxidant is depleted, the
next most efficient oxidizer is used until there is no more organic carbon or
oxidants remaining.

Unconfined aquifers are clearly more vulnerable to anthropogenic
contamination than confined aquifers, because of their proximity to

contamination sources such as landfills. Solid and liquid industrial and



municipal refuse is frequently disposed in landfills, and leachate plumes that
emanate from landfills are typically high in organic carbon. In their study of
such a landfill in Delaware, Baedecker and Back [1979a, b] noted that high
concentrations of dissolved iron and manganese can be attributed partially to
metals in the refuse, but more importantly to the reduction of naturally-
occurring oxide cements and coatings resulting from the degradation of organic
matter. Baedecker and Back also distinguished between a regional oxygenated
zone, an anaerobic zone, and an intermediate zone; deposition of Fe
oxyhydroxides at the interface of the anaerobic and transition zone was noted.

Edmunds et al. [1984] did a comparative study of three aquifers in England.
They described redox “barriers” in which there was no dissolved oxygen beyond
the barrier. They postulated an iron zone between the redox barrier and the
appearance of sulfide.

In a study of agricultural contamination, Postma et al. [1991] observed a
sharp boundary between oxic groundwater and anoxic groundwater. They also
noted that nitrate disappeared at this boundary and dissolved Fe(Il) was only
present below the boundary. The boundary was relatively stable in time and
space; this stability is no doubt a consequence of the interaction of flow rate and
reaction rates.

Recent work at the site of a crude oil spill in Bemidji, MN described the
relationship between redox zones and the degradation of hydrocarbons

[Baedecker et al., 1989, 1993; Bennett et al., 1993; Cozzarelli et al., 1994; Eganhouse et



al., 1993]. Three distinct geochemical zones at Bemidji are the result of the
presence of an oil body; the (i) anoxic zone, (ii) suboxic transition zone , and (iii)
oxic zone. Concentrations of dissolved Fe(Il) are high in the anoxic zone
(e.g., 17 mg L") because reduction of Fe(Il) is coupled to the oxidation of organic
compounds emanating from the oil body. Sulfate reduction occurs but is minor,
because there is little sulfate available. Methanogenesis occurs once Fe(IlII) and
Mn(IV) on aquifer solids have been depleted. The extent of the anoxic/iron zone
appears to be limited by precipitation of Fe-rich carbonates [Baedecker et al., 1993].
Baedecker et al. concluded that Fe(IIl) is an important oxidizer of organic
compounds (e.g., toluene, among others) under anaerobic conditions.
Naphthalene did not degrade under anaerobic conditions in microcosm
experiments that they performed, while it did degrade under aerobic conditions.
Bjerg et al. [1995] applied the concept of redox zonation to an aquifer
contaminated by a landfill. They developed a “redox criteria scheme” that
enabled them to assign a “redox status” to groundwater analyses and thus plot
boundaries between the different redox zones on a vertical cross section of the
contaminated aquifer. The criteria were based largely upon thermodynamic
considerations. More than 90% of the groundwater samples from each zone
satisfied the criteria. Bjerg et al. did note, however, that there was some overlap

between some of the zones.



Simulation of Redox Zones

Characteristics of the Desirable Model
Considering the complex interactions outlined above, the primary goal of
this dissertation was to develop a model that treats the fundamental model
components in a process-based manner. In nature, reaction rates and reaction
feasibility are determined by local geochemical conditions. Accordingly, the
model to be developed for this study should:
e Use thermodynamics to control reaction feasibility.
e Use kinetics to control reaction progress.
e Have the flexibility for competing redox reactions to be either
kinetically- or thermodynamically-inhibited.
e Not use a redox variable (e.g., pE).
e Not be limited to any particular kinetic formulation.
¢ Have the ability to easily simulate complex fluid flow and solute
transport in more than one dimension.

e Treat solute transport as advection and dispersion.

Current Modeling Approaches

Microbiologically-based models
Many models have been developed in an effort to characterize and

simulate solute transport coupled with either biodegradation, redox processes, or
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general chemical reactions. Most of the models that address redox problems
focus on biodegradation; Essaid et al. [1995] provide an excellent review. With
models of this type, when more than one substrate or more than one
biogeochemical process is involved, an empirical inhibition factor [Kindred and
Celia, 1989; Essaid et al., 1995], a switching function [Kinzelbach et al., 1991; Schiifer
and Therrien, 1995], or an indicator coefficient [Smith and Jaffé, 1998] is needed.
These parameters inhibit a reaction that yields a lower free energy change from
occurring in the presence of a reaction that yields a higher free energy change.
For example, denitrification is inhibited by the presence of appreciable dissolved
oxygen.

While empirical approaches to reaction inhibition may seem to satisfy the
thermodynamic criteria (i.e., free energy constraints), there is no theoretical basis
for calculating them; they are fitting parameters. If one writes out the complete
chemical reaction for one or more biodegradation processes, the free energy
change associated with each reaction (i.e., the equilibrium constant) will dictate
which reactions are feasible under which chemical conditions and no inhibition
factors or switching functions are required. In addition, the concentrations of

reaction products, as well as reactants, can be easily calculated.

Geochemically-based models
All processes that lead to structural changes in chemicals, whether

inorganic, organic-abiotic, or organic-biotic, can be described by chemical



reactions [Valentine, 1986a, b]. This is true for biologic reactions that result in
organism growth as well as those that do not. For example, balanced chemical
reactions involving pairs of electron acceptors and electron donors can be written
that represent (i) energy release and (ii) cell synthesis [McCarty, 1975]. The
energy released from these reactions, and the fraction of the energy that is
available for cell synthesis, can be calculated using thermodynamics [McCarty,
1971; McFarland and Sims, 1991]. Reaction direction and cell and energy yields
can also be calculated using thermodynamic principles [McCarty, 1971; McFarland
and Sims, 1991].

Even though the energy released by biogeochemical reactions can be
quantified using thermodynamics, the microbiologically-based simulation
approaches do not use this information to control reaction feasibility. The
microbial population and the chemical reactions that dominate in a given
situation are functions of the amount of Gibbs free energy that can be liberated
via chemical reactions. The more free energy released by a reaction, the higher
the substrate consumption efficiency of the microbial population that is
catalyzing the reaction. The geochemically-based modeling approaches take
advantage of this information to decide automatically which redox reactions
should occur under which geochemical conditions. In this manner, they avoid
empirical methods of reaction inhibition.

In addition to providing information about reaction feasibility, important

chemical properties, such as the solubility of solid phases and gases, the
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speciation of ions, and the equilibrium pH are all determined by, and can be
calculated via, the principles of thermodynamics. While seemingly obvious, this
idea is important and worth reiterating because it provides a means to
understand processes and simulate issues related to groundwater contamination
and quality. For example, there is an important, incontrovertible link between
the inorganic and organic chemistry of both contaminated and pristine
groundwater [e.g., Furrer et al., 1990; McNab and Narasimhan, 1994, 1995; Essaid et
al., 1995]. Microbial oxidation of organic carbon can result in changes in pH and
alkalinity, which in turn affects the stability of solid phases and speciation of
dissolved metals and other ions. Conversely, the availability of inorganic
species, such as oxygen, nitrate, ferric iron, and sulfate, can inhibit or promote
microbial oxidation of organic carbon.

As another example of the applicability of thermodynamics to
biogeochemical systems, consider iron and sulfate reduction. Dissolved iron in
groundwater is a major groundwater quality issue. Under many circumstances,
high concentrations of dissolved iron can only occur if there is little or no sulfate
reduction, because ferrous iron can react with sulfide to form solid phases
[Chapelle and Lovley, 1992]. If the causes of iron and sulfate reduction are
microbial, sulfate reduction is only observed after ferric iron is depleted. This is
due to competition for fermentation products (e.g., acetate, formate, and
hydrogen) that both iron reducers and sulfate reducers require for metabolism.

The iron reducers out-compete the sulfate reducers for the fermentation products
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because iron reduction releases a greater amount of energy than sulfate
reduction [Chapelle and Lovley, 1992]. Even though the reactions discussed above
and other processes of concern, such as the biodegradation of synthetic organic
compounds, are rate-limited, thermodynamics provides a framework for

understanding the feasibility and consequences of any biogeochemical reaction.

The best of both worlds

The microbiologically-based and geochemically-based modeling
approaches outlined above both offer advantages. The microbiological approach
offers conceptual advantages because the dominant processes are modeled as the
rate-limited, biological processes that they are. The geochemical approach has
the advantage of using the free energy information provided by thermodynamics
to control reaction feasibility and calculate the changes in geochemistry that
result from the reactions. Because each approach offers certain advantages, it is
beneficial, from a simulation perspective, to combine aspects of each approach
into the single model developed for this dissertation. The approach taken here is
to insert the rate-limited formulations of the microbiological approach into the
thermodynamic framework provided by the geochemical approach. To do this,
two major hurdles related to the geochemical approach needed to be overcome.

The first hurdle in applying the combined thermodynamic/kinetic
approach is related to the large difference in free energy changes associated with

the dominant redox reactions. This problem is avoided in the microbiological
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approach because empirical reaction inhibition is used instead of
thermodynamics to decide reaction feasibility. The large range in free energy
changes for the different redox reactions translates to equilibrium constants that
span tens of orders of magnitude. This in turn leads to a range of concentrations
that also spans tens of orders of magnitude. The large differences in
concentrations lead to extremely ill-conditioned Jacobian matrices when the
commonly used Newton-Raphson numerical scheme is employed.

Most geochemical codes do not solve for the concentration of complexed
species (i.e., non-component species) within the Newton-Raphson solver.
Instead, complexed species can be calculated simply as a function of a
component set. The only requirement for a component set is that it is linearly
independent. Techniques such as basis switching [e.g., Lichtner, 1992; Bethke,
1996; Steefel and Yabusaki, 1996] can be used to eliminate some of the numerical
problems. Basis switching works by eliminating components whose
concentrations become very small. When a component is eliminated, a new
component must be added to form a different linearly independent set of
components. A new component set means that the chemical reactions that form
the species set must be re-written in terms of the new components.

While basis switching is not difficult to do computationally, there is a
major drawback of this technique when the geochemical code is coupled to a
solute transport code. If basis switching is to be used, each and every chemical

species must have its own transport equation. The number of chemical species in
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a typical field problem can become quite large, easily exceeding fifty or more
species.

If basis switching is not used (i.e., the component set remains fixed), then
it is possible to greatly reduce the number of solute transport equations needed
to simulate a particular system by making the components the dependent
variables in the transport equations, rather than each chemical species. The
concentration of the equilibrium species can be easily calculated outside of the
solute transport simulator, since they are simply functions of the component set.
The compartmentalized approach developed for this dissertation facilitates the
use of a fixed component set by using reaction networks that do not contain
insignificant reactions. Each aqueous kinetic species must still have its own
solute transport equation.

The second hurdle in applying the combined thermodynamic/kinetic
approach is the more significant challenge. Most geochemical codes do not have
the ability to simulate kinetics. Those that do have kinetic capabilities impose
thermodynamic equilibrium on all competing redox reactions. The code
developed for this study has the ability to apply either a rate-limited or
thermodynamically-limited solution to the redox systems considered in this
study.

Three of the models reviewed in Chapter 3 are capable of simulating some
form of a rate-limited process. The rate-limited processes in these models

produce reactants that are then distributed among a separate set of equilibrium
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reactions. The three models are (i) KEMOD [Yeh et al. 1998], (ii) the Parkhurst and
Appelo [1997] model, and (iii) the model of Keating and Bahr [1998]. No model
that I am aware of is capable of simulating multiple, competitive, kinetic
reactions that are subject to kinetic and thermodynamic constraints.

The models that are available constrain the user to calculating the
competition between redox reactions based on either (i) thermodynamics only or
(ii) kinetics only (i.e., empirical reaction inhibition). I am unaware of any model
that addresses the question of whether the lower-energy redox reaction (i.e., the
loser in the thermodynamic competition) is rate-limited. Table 1.1 provides a
summary of previous work that has coupled redox reactions with models of
solute transport and illustrates key differences between them and the simulation

protocols developed for this dissertation.

Cape Cod Field Site

The Cape Cod site has been a major focus of research for the U.S.
Geological Survey for more than fifteen years. It is currently part of the Toxic
Substances Hydrology Program [e.g., Morganwalp and Aronson, 1996]. The site is
located on the western part of Cape Cod, Massachusetts (Figure 1.1). Itis
situated on a Pleistocene age glacial outwash plain composed mainly of sand and
gravel. The upper 25-40 m of the aquifer is composed of well sorted, medium to

very coarse sand with some gravel, underlain by fine to very fine sand and silt.
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disposal beds and Ashumet Pond. The location of the
concentration versus depth profiles illustrated in Figure 1.4 is also
shown. Modified from Hess et al. [1999].
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The outwash typically contains less than 1% silt and clay [Barber, 1987]. The
sediments are composed roughly of 90% quartz and feldspar and 10% accessory
minerals like mica, glauconite, iron oxides, and ferromagnesian aluminosilicates
[Barber, 1987; LeBlanc et al., 1991]. Most sediment grains are coated with Fe, Al
and Mn hydroxypolymers [Coston ef al., 1995].

Groundwater at the Cape Cod site occurs under unconfined conditions.
The water table slopes generally to the south and southwest except where
influenced by ponds. The only natural source of recharge to the aquifer is
precipitation; recharge is approximately 45% of the total annual precipitation, or
about 0.5 m yr-1 [LeBlanc et al., 1986]. The elevation of the water table fluctuates
on average about 1 m annually due to seasonal variations in recharge and
precipitation [LeBlanc et al., 1991]. Groundwater flow is essentially horizontal
and the average linear velocity of the groundwater in the sand and gravel is
0.41 m d-1 [LeBlanc et al., 1991].

The mean saturated hydraulic conductivity (K) for the Cape Cod site has
been estimated by several methods. Grain size distribution and computer model
calibration yielded values for K of 5 x 104 m s71 to 1.1 x 103 m s°1 [LeBlanc, 1984a,
b; Guswa and LeBlanc, 1985]. An aquifer test 2.2 km downgradient from the site of
a large-scale natural gradient tracer test gave a mean horizontal K of
1.3 x 103 m s'1 and a ratio of horizontal to vertical K varying from 2:1 to 5:1
[Garabedian et al., 1988]. Borehole flowmeter tests and permeameter tests

indicated that K varies by about one order of magnitude [Wolf, 1988; Hess, 1989;
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Rehfeldt et al., 1989; Wolf et al., 1991]. The variability in K is due to the
interbedded lenses and layers of sand and gravel that characterize the
glaciofluvial deposit [LeBlanc et al., 1991]. The small value of vertical anisotropy
in K obtained from the above aquifer test is consistent with the anisotropy value
used in a three-dimensional groundwater flow model for the Cape Cod aquifer
[Guswa and LeBlanc, 1985].

The effective porosity at the Cape Cod site as estimated from several
small-scale tracer tests [Barlow, 1987; Garabedian et al., 1988; LeBlanc et al., 1991]
and spatial moments analysis from the large-scale tracer test [Garabedian et al.,
1991} is 0.39. Spatial moments analysis from the large-scale tracer test also
yielded values of longitudinal dispersivity of 0.96 m, horizontal transverse
dispersivity of 1.8 x 10-2 m, and vertical transverse dispersivity of 1.5 x 10-3 m
[Garabedian et al., 1991]. Similar values were also obtained by applying stochastic
transport theories to the large-scale tracer test data [Hess et al., 1992].

The Cape Cod site sewage treatment facility has provided secondary
treatment to sewage produced at the Otis Air National Guard Base since 1936.
The treated sewage is discharged to rapid-infiltration sand beds, which has given
rise to a plume of sewage-contaminated groundwater that is now about 5500 m
long, 1300 m wide, and 40 m thick [Savoie and LeBlanc, 1998]. Recharge from
precipitation results in a wedge of pristine groundwater on top of the sewage
plume that increases in thickness with distance downgradient [LeBlanc et al.,

1991].
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Groundwater Chemistry at the Cape Cod Site

The uncontaminated groundwater at the Cape Cod site is low in dissolved
solids because the aquifer is composed of sand and gravel that is predominantly
quartz and feldspar derived from crystalline bedrock. The alkalinity of the
groundwater is low due to the absence of carbonate minerals [LeBlanc, 1984a].
The pH is typically about 5.5, reflecting that the uncontaminated groundwater is
derived from rain water that has equilibrated, or nearly equilibrated, with

CO;(g) in the unsaturated zone and subsequent weathering reactions [Lee, 1997].

Analysis of groundwater samples collected at the Cape Cod site in 1978
and 1979 showed that the concentrations of most dissolved substances in the
plume are intermediate between the concentrations in the treated sewage and the
concentrations in the uncontaminated groundwater [LeBlanc, 1984a]. Samples
collected in 1994 indicated that many conservative constituents have similar
concentrations in both the plume and the sewage effluent [Savoie and LeBlanc,

1998].

Sewage Contamination and Geochemical Zones at the Cape Cod
Site

Sewage contamination at the Cape Cod site has led to the development of
distinct geochemical zones. Groundwater chemistry in these zones is strongly

influenced by redox reactions. The zones extend horizontally downgradient

from the contamination source and vertically down from the water table. These
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zones are (i) the oxic zone, (ii) the suboxic zone, and (iii) the anoxic zone. The
leading edge of the anoxic zone does not coincide with the leading edge of the
sewage plume. Rather, the leading edge of the anoxic zone lies several
kilometers upgradient of the leading edge of the sewage plume. Schematically,
the sewage plume is like an elongated onion, with an anoxic core surrounded by
rinds or layers of suboxic and oxic groundwater (Figures 1.2, 1.3, and 1.4).

Figure 1.4 shows concentration versus depth profiles for several redox-
sensitive constituents at a location along the cross-sections shown in Figures 1.2
and 1.3. The left-most panel of Figure 1.4 shows how pH varies from pristine
groundwater (approximately 5.5) through the sewage plume (peak of
approximately 6.5). The sewage plume itself is delineated by the boron profile.
The middle and right-most panels show how oxygen, dissolved manganese,
dissolved iron, and nitrate vary between the oxic, suboxic, and anoxic zones.
Nitrate and dissolved manganese are present in the suboxic zones, where
dissolved iron is absent. Nitrate is absent in the anoxic zone, where dissolved
manganese and dissolved iron are present at elevated concentrations. The
general topology of Figure 1.4 has élso been observed wherever the anoxic zone
is present in the area covered by Figures 1.2 and 1.3 [D. B. Kent, personal

communication, 1997].
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Figure 1.2.  Cross-section showing oxygen concentrations. The location of the
concentration versus depth profile depicted in Figure 1.4 is also
shown. The concentration units are pM. Modified from Walter et
al. [1996].
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Figure 1.3.  Cross-section showing dissolved iron concentrations. The location

of the concentration versus depth profile depicted in Figure 1.4 is
also shown. The concentration units are pM. Modified from Walter
et al. [1996].
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Treatment of Various Model Components

Reaction Rates

Thermodynamic theory and field observations show that there are several
different electron acceptors available in most aquifers to couple to the oxidation
of organic carbon. In most cases, different populations of microbes catalyze
organic carbon oxidation reactions with different electron acceptors. Thus, each
redox reaction potentially has different rate parameters. In addition, the rate and
extent of biodegradation depends upon the type and quantity of electron
acceptor [Vroblesky and Chapelle, 1994; Borden et al., 1995]. There is a considerable
body of literature with regard to degradation rates of various organic substrates
mediated by various microorganisms [e.g., Vogel et al., 1987; Mihelcic and Luthy,
1988a, b; Beller et al., 1992]. For the effort reported here, representative rate

expressions and constants were needed.

Iron Reduction

Up until the last decade or so, reduction of ferric iron to ferrous iron was
usually regarded as a passive process; that is, Fe(Ill) is reduced because it is out
of equilibrium with the redox potential of the groundwater [e.g., Back and Barnes,
1965; Edmunds et al., 1987]. For instance, if sulfate reduction were occurring in an
aquifer, the redox potential would be low enough, based upon thermodynamics,

for Fe(ITI) to be reduced to Fe(Il). The redox potential in this case would be too
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low for Fe(III) to be the stable form of iron. However, it is now known that iron
reducing microorganisms exist that can completely mineralize certain organic
compounds [Arnold et al., 1986, 1988; Lovley et al., 1989, 1994; Lovley and Lonergan,
1990; Lovley, 1991, 1993; Baedecker et al., 1993; Cozzarelli et al., 1994]. The iron
reducers produce stoichiometric amounts of Fe(Il) as a byproduct of the
oxidation of organic carbon. Lovley [1991] identified a species of bacteria that
gains energy for growth by coupling the oxidation of acetate to the reduction of
ferric iron. Lovley isolated the bacteria and has written stoichiometric reactions
for the complete process. Arnold et al. [1986, 1988] have observed reductive
dissolution of ferric iron solid phases by a different microbe.

Despite the strong evidence that microbial mediation is the dominant
mechanism for ferric iron reduction, abiotic reduction of ferric iron, at least
under sulfate-reducing conditions, cannot be neglected. In a study of toluene
degradation, Beller et al. [1992] found that ferric iron reduction was not directly
coupled to toluene degradation, but was most likely an abiotic reaction between
ferric iron and biogenic hydrogen sulfide. In addition, Cozzarelli et al. [1995]
found that ferric iron dissolution occurred in sterile controls in some of their
microcosm experiments. Cozzarelli et al. theorized that the most likely
mechanism was the abiotic reductive dissolution of amorphous ferric iron by

sulfide.
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Dissolved Organic Carbon

In the majority of circumstances, dissolved organic carbon (DOC) is a
complicated mixture of compounds with varying degrees of reactivity.
However, field data are frequently reported as a single value, giving the
composite concentration of all the DOC. When the reported DOC concentration
is consistently low across a study area, it is likely that it is a highly recalcitrant,
naturally occurring fraction [Essaid et al., 1995]. One approach to dealing with
the complexity of DOC is to assume representative compounds as surrogates for
broad classes of, say, organic acids. Furrer et al. [1990] used oxalic acid to
represent strong organic acids that dissociate readily to form stable complexes
and acetic acid for those that do not form stable complexes. To include a
recalcitrant fraction of DOC, Furrer et al. [1990] included ten moles of “inert”
DOC for every mole of “active” DOC, based on the difference between the
average charge density of naturally occurring DOC and that of acetate and
oxalate.

For this dissertation, all the reactive DOC was lumped together and
defined as the chemical entity “CH,O”. Thermodynamic data for the chemical
entity “CH,O” were taken from Morel and Hering [1993]. The use of “CH,0” and
its thermodynamic data is not meant to imply that such a compound is actually
present in the aquifer at the Cape Cod site. “CH,O” was simply used as a
surrogate variable because detailed information about the DOC at the Cape Cod

site is lacking.
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Organization of the Dissertation

The work described in this dissertation was performed with the goal of
submitting individual chapters to scholarly journals. As such, the overall flow of
ideas is divided into sections. For example, the reader may find that while
reading the description in Chapter 2 of how the thermodynamic/kinetic problem
was handled, it is useful to look ahead to Chapter 3 to see a flow chart of the
complete model structure. Chapters 2 and 3 are designed to be stand-alone
journal articles. The journal article format required that introductory material be
placed in Chapters 2 and 3 so that a reader would be able to read either chapter
and obtain a general overview of redox zone development and previous
simulation efforts.

Chapter 1 is an introduction to the overall effort. It contains material on
the general motivation for the study, a review of previous modeling approaches,
a discussion of how some basic processes are handled in the modeling
approaches developed for this dissertation, and a review of the Cape Cod site on
which the simulations within this dissertation were based.

Chapter 2 describes a new methodology, called the compartmentalized
approach, that solves the chemical equations describing redox zone development
as a function of time and energy yield in a batch system. The new methodology
uses thermodynamics to select competing redox reactions. Although chemical

equilibrium concepts are quite important, the dominant reactions that were
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simulated are mediated by microbes. Therefore, a kinetic framework was
imposed on the reactions to account for the rate limitations that are implicit in
biological processes. The compartmentalized approach is capable of treating
redox reactions as being either thermodynamically-inhibited or kinetically-
inhibited. The distinction is made automatically within the model as a function
of local geochemical conditions. The description of the combined
thermodynamic and kinetic method is accomplished through the use of a
relevant example. A slightly modified version of Chapter 2 has recently been
published in Water Resources Research [Abrams et al., 1998]. I was the lead author
of and primary contributor to this paper.

Chapter 3 describes the integration of the compartmentalized approach
into a solute transport framework. After an introduction to the chapter, the
compartmentalized approach is briefly reviewed and generalized. An
alternative formulation for developing the “compartmentalized” equations is
presented and then shown to be equivalent to the approach taken in Chapter 2.
The equivalent formulation has advantages when the compartmentalized
approach is applied within a solu;ce transport framework. The chief advantages
are (i) the reduction in the number of solute transport equations that need to be
solved and (ii) the elimination of spatial discontinuities in certain solute
transport equations that would be caused by the formulation described in
Chapter 2. Two one-dimensional simulations are presented. The first is a test

simulation that was used during code development. The second is a field-scale
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simulation that is representative of conditions at the Cape Cod site. Two two-
dimensional simulations are presented in the same spirit as the one-dimensional
simulations. A slightly modified version of this chapter will be submitted for
journal publication.

Chapter 4 discusses ways in which the method developed in Chapters 2
and 3 can be extended and possible future directions are explored. The
extensions include material that is general in nature and material that would
enable the model user to perform history matching and predictions at particular
sites.

Chapter 5 provides a final summary and presentation of the major

conclusions and contributions of this dissertation.
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CHAPTER 2

DEVELOPMENT AND TESTING OF A
REACTION NETWORK MODEL FOR REDOX
Z.ONES IN CONTAMINATED AQUIFERS

Abstract

The sequential use of various electron acceptors, which is governed by the
energy yield of each reaction, gives rise to redox zones. The large differences in
energy yields between the various redox reactions lead to systems of equations
that are extremely ill-conditioned. These equations are very difficult to solve,
especially in the context of coupled fluid flow, solute transport, and geochemical
simulations. A general, rational method was developed to solve such systems,
where the dominant reactions are focused upon and compartmentalized, in a
manner that is analogous to the redox zones that are often observed in the field.
The compartmentalized approach allows one to easily solve a complex
geochemical system as a function of time and energy yield, laying the foundation
for ongoing work in which the reaction network for the development of redox
zones is coupled to a model of subsurface fluid flow and solute transport. This
new method (i) solves the numerical system without evoking a redox parameter,

(ii) improves the numerical stability of redox systems by choosing which
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compartment, and thus which reaction network, to use based upon the
concentration ratios of key constituents, (iii) simulates the development of redox
zones as a function of time without the use of inhibition factors or switching
functions, and (iv) can reduce the number of transport equations that need to be
solved in space and time. It is shown, through the use of various model
performance evaluation statistics, that the appropriate compartment choice
under different geochemical conditions leads to numerical solutions without

significant error.

Introduction

The work described in this Chapter forms the foundation for the
development of a protocol for simulating the development of redox zones in
contaminated aquifers; i.e., coupled modeling of fluid flow, solute transport, and
geochemical reactions. In this study, the degradation of dissolved organic
carbon, occurring via biogeochemical reactions, is focused upon as the driving
force for redox zone formation.

Redox reactions that describe organic carbon degradation must be viewed
in both an inorganic and organic chemical framework. The process of
biodegradation ultimately converts organic carbon to inorganic carbon and
changes the oxidation state of many inorganic compounds. This occurs because

the active microbes mediate oxidation/reduction (redox) reactions between
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organic carbon (electron donor) and various inorganic electron acceptors [Lovley
et al., 1994]. These redox reactions involve hydrogen ions, and thus they can
affect pH. Most of these redox reactions also cause changes in carbonate
alkalinity. Changes in the oxidation state of inorganic constituents can cause (i)
anoxic conditions, (ii) removal of undesirable inorganic contaminants (e.g.,
nitrate), (iii) precipitation/dissolution of solid phases, and (iv) changes in toxicity
and mobility of many hazardous dissolved metals.

In many aquifers, electron acceptors such as oxygen, manganese oxides,
and iron oxyhydroxides are naturally occurring. Electron acceptors such as
nitrate, sulfate, and additional dissolved oxygen are introduced to aquifers via
anthropogenic contamination and natural aquifer recharge. Other than natural
sources, organic carbon is introduced into aquifers either in the aqueous phase or
as a nonaqueous phase liquid which subsequently dissolves. Thus, modeling
organic carbon degradation in aquifers is a groundwater flow and solute

transport problem, in addition to an organic and inorganic chemistry problem.

Redox Zonation

The development of redox zones in aquifers has been discussed by many
authors [Baedecker and Back, 1979a, b; Champ et al., 1979; Edmunds et al., 1982, 1984;
Jackson and Patterson, 1982; Barcelona et al., 1989; Lyngkilde and Christensen, 1992;
Baedecker et al., 1993; Bennett et al., 1993; Eganhouse et al., 1993; Cozzarelli et al.,

1994; Lovley et al., 1994]. These studies show that up to five redox zones can
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develop: (i) zone of oxygen reduction, (ii) zone of denitrification and manganese
reduction, (iii) zone of iron reduction, (iv) zone of sulfate reduction, and (v) zone
of methane production. Each zone is a result of oxidation of organic matter by
the oxidant that will yield the greatest free energy change per mole of organic
carbon oxidized [Champ et al., 1979; Froelich et al., 1979]. When this oxidant is
depleted, the next most efficient oxidizer is used until there is no more organic
carbon or oxidants left.

Three different redox zones have been identified within the sewage plume
at the U.S. Geological Survey’s Cape Cod research site in Massachusetts; i.e.,
oxic, suboxic, and anoxic zones [LeBlanc, 1984a; Kent et al., 1994]. It should be
pointed out that neither sulfide nor methane have been observed at the Cape
Cod site, even though sulfate is present. The anoxic zone at Cape Cod does
contain dissolved iron, thus the most relevant redox reactions are oxygen
reduction, denitrification, manganese reduction, and iron reduction [Smith and
Duff, 1988; Smith et al., 1991a; Kent et al., 1994]. The term “suboxic” is applied to
the zone of denitrification and manganese reduction because of the persistence of
small concentrations of dissolved oxygen. Figure 2.1 is a conceptualization of the
redox zones in a vertical slice through a longitudinal profile of the Cape Cod site

aquifer, oriented along a hypothetical flow plane.
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Simulation Approaches

In theory, the coupling of groundwater flow, solute transport, and
geochemical reactions is rather straightforward. Reactive transport models that
can include the necessary chemical reactions have been described in the literature
le.g., Liu and Narasimhan, 1989a, b; Yeh and Tripathi, 1990, 1991; Engesgaard and
Kipp, 1992; Lichtner, 1992; McNab and Narasimhan, 1994; Steefel and Lasaga, 1994;
Walter et al., 1994a, b; Van Cappellan and Gaillard, 1996; Wunderly, 1996]. In
practice, however, the large differences in energy yield between the various
redox reactions lead to seriously ill-posed numerical problems. The
thermodynamic equilibrium constants for redox reactions, which are functions of
their energy yield, span tens of orders of magnitude. This leads to a chemical
system in which concentrations, the dependent variables, range from their
maximum field value to infinitesimally small. The result is the creation of
extremely ill-conditioned Jacobian matrices when the commonly-used Newton-
Raphson method is employed.

The notion of “redox zones” leads to the idea that when attempting to
simulate solute transport and chemical reactions in such aquifers, perhaps it is
possible to ignore certain reactions under certain conditions. If this is true, then
it follows that the range of values in subsequent Jacobians will be much smaller.
This in turn leads to systems of equations that are much more numerically stable.
Techniques such as basis switching improve numerical stability by rewriting

chemical reactions in terms of dominant species, without altogether eliminating
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insignificant reactions [Lichtner, 1992; Bethke, 1996; Steefel and Yabusaki, 1996]. In
this chapter, a method of compartmentalizing the dominant redox reactions is
described that allows one to embed kinetics within a thermodynamic framework
without encountering the numerical problems created by using thermodynamics.
The method presented in this chapter can reduce the number of transport
equations that need to be solved in space and time by reducing the number of
chemical entities under consideration. In Chapter 3, the reaction network for the
development of redox zones is coupled to a solute transport simulator. This new
method facilitates (i) further understanding of redox processes, both organic and
inorganic, and (ii) an ability to test hypotheses for processes that have occurred,

and are occurring, at many field sites.

Model Development and Applications

Chemical Reactions

The basic strategy for solving geochemical problems numerically is
straightforward. Mass action expressions are first written for each chemical
reaction. Together with mass balance equations and charge balance equations
(implicit or explicit) these equations constitute a system of N nonlinear equations
in N unknowns. This system of equations is typically solved using the Newton-
Raphson method. There are, however, nuances to the particular way in which

redox reactions are written. More specifically, the issue is how the concentration
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of electrons ([e7]) is treated mathematically. Liu and Narasimhan [1989a] provide a
thorough review of the five most common methods for treating redox reactions.
In general, each of these five methods employ a redox parameter that describes the
redox state or redox potential (e.g., pE, where pE = -log[e’]) of the geochemical
system. When redox parameters are used, redox reactions are written as half-
reactions (i.e., one half-reaction representing oxidation and another representing
reduction, rather than one overall reaction representing the coupled chemical
process).

It is possible to include [e7] in the set of unknowns, but the numerics are
arduous because [e-] can easily span twenty or more orders of magnitude. In
addition, there are two, more significant conceptual problems when [e ] is an
unknown. Free, or aqueous, electrons do not exist in solution. If [e’] is an
unknown, then in a solute transport framework, electrons, or another variable
representing the redox state of the water, must be transported; this is
conceptually incorrect. Second, it is well known that there is no true pE for a
natural water. The platinum electrode, which is widely used for field
determinations of redox potential, is insensitive to many important redox
couples [Stumm and Morgan, 1981]. Calculated pEs are representative of
equilibrium among redox couples, a situation that is rarely achieved in nature
[Lindberg and Runnells, 1984; Liu and Narasimhan, 1989a]. For example, values of

pE for the suboxic zone of the sewage plume at the Cape Cod site, calculated
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from the concentrations of various redox-sensitive constituents, range from 5.5 to
14.1 [Kent et al., 1994].

The conceptual difficulties with using pE, or another variable representing
the redox state, motivated the use of an approach without such a variable. In the
approach taken here, all redox reactions are written as full reactions with an
electron donor (i.e., dissolved organic carbon in this dissertation) coupled
explicitly to an electron acceptor. Lichtner [1992], for example, employed a
similar approach for handling redox reactions. In this manner, one is not forced
to calculate values for hypothetical chemical entities, nor is one confined to
imposing an indeterminate property, such as pE, on the geochemical system.

A reaction network was hypothesized (see Table 2.1) to represent the
major geochemical processes that led to the development of the three redox
zones at the Cape Cod site. These processes are oxygen reduction,
denitrification, manganese reduction, and iron reduction. Table 2.2 shows how
the mass balance equations were formulated using values from the Cape Cod
field data. Aqueous complexes that contributed less than 1% to the mass balance
of the relevant component and solids that were undersaturated were deleted
from the reaction network. The mass action and mass balance equations shown
in Table 2.2 provide the 17 algebraic equations necessary to solve for the 17

unknowns in this example.
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Table 2.1.  Reaction network used to simulate the development of redox zones
and evaluate the compartmentalized approach. The brackets
denote how the four redox reactions were grouped into oxic,
suboxic, and anoxic compartments.

Redox Reactions

Oa(ag) + "CHyO" = CO§ +2 HY
Oxic
2 NOj + 2 "CHy0" = No(ag) + 2CO§ + 3 H" + HyO
2 2 Suboxic
MnOs(s) + L "CH,O" + H™= Mn?2t + LC%- + H,0
Anoxic 2 2

Fe(OH)B(S) + i‘ ”CHZO” + %H+: Feer + }IC()%- + %HZO

pH Buffering Reactious

H,O=H"+ OH
H,CO3=CO5 + 2 H*
HCO3 = CO% + HY

Aqueous Speciation Reactions

MnOH* + H" = Mn?" + H,O
MnHCOj = Mn** + COF + H*
Fe(OH), -+ 2 HY = Fe?*+ H,0
Fe(OH)" + H* = Fe** + H,0
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Table2.2.  Equations and chemical composition used for model development.

Mass Action Equations

[O(aq)} = [ COTIH"F["CH,0" 10755
INO3] = (IN2(a)IICO3 P *[H' P ' CH0" 29101635 2
[M n2+] _ [CO%-]—O.S[H+][v.CH20vn]0.51032,84
[Fe?t] = [CO%']'O‘25 [H5["CH,0" 025101192
[H+] _ [OH—]»110~13.99
[H,CO3]=[COTJH'106%

[HC O3] = [COF|[H "0
[MnOH]=[Mn*" [HT110100

[MnHCO3] = [Mn #*|[CO5 ) H 10712!
[Fe(OH );] —[F e2+][H+]"210'20'57

[Fe(OH)*] = [FeZ [H 11095

Mass Balance Equations

Ty =[H']-[OH] + 2 [HCO3) + [HCO3}+ 2 [ Oa(ag)] - 3[Na(ag)] - [MnOy(s)]
- 1.5 [Fe(OH) 5(s)] - IMnOH ] + [MnHCO 3] -2 [Fe(OH) , ] - [Fe(OH) '
=-ALK + 2 [COylr + 2[Oghy - [MnO2(s)}y - 1.5 [Fe (OH)3(s)Ir

Teop = [COF]+ [HaCOs] + [HC O3]+ [0n(ag)] - 2.5 [N o(ag)] + 0.5 [MnOy(s)]
+0.25 [Fe(OH) 5(s)] + [MnHCO3]
= [COk + [Oakr + 0.5 [ MnOo{s)} + 0.25 [Fe(OH) 3(s) |t
Tno3 =[NO3} +2[N2fag)]=[NO3fr
Tymn2* = [Mn?'] + [MnOs(s)] + [IMnOH'] + [MnHCO3] = [MnO»(s)}r
Tge2 = [Fe?*] + [Fe(OH)3(s)] + [Fe(OH),] + [Fe(OH)"] = [Fe(OH)3(s)kr

Tremor = ["CHL0" - [O20aq)] + 2.5 [No(ag)] - 0.5 [MnOo(s)] + 0.25 [Fe(OH) 3(s)]
=['CH20"lr - [O2kr - 0.5 [MnOa(s)lr - 0.25 [Fe (OH)3(s)kr

Chemical Composition (derived from field data)
ALK =6 x 107

[COolr =5x10%

Ok =25x10*

[NO3ly =2.3x10*

MnO ()l =1 x 107

[Fe(OH)3(s)} = 1 x 107

["CH,0"f =0

Notes: ALK is the carbonate alkalinity.
T, is the total analytical concentration of model components.
The subscript . designates the chemical entities whose concentrations are
known before any reactions occur (i.e., the chemical “recipe” of the
system).
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Compartmentalized Approach

Description

The causes of the numerical difficulties have been discussed that occur
when, for example, all the reactions shown in Table 2.1 are included in a
simulation. The numerical instability can be circumvented to some degree by
making good initial guesses for the dependent variables. These difficulties are
apparent in batch simulations, but are even more apparent in the context of
solute transport because the entire range of possible concentrations will be
encountered at one time or another during the course of a transient solute
transport simulation. This makes the selection of good initial guesses
throughout a spatial and temporal domain difficult, since the extent of reaction
cannot be known g priori. In addition, if all reactions are included, a larger
number of transport equations is needed than if some reactions can be
eliminated.

Redox zones can be defined by the redox-sensitive species, and thus the
redox reactions, that dominate. Therefore, it is reasonable to assume that there
are always some redox reactions that dominate over others, and that some redox
reactions can be ignored under certain conditions without incurring significant
error. Keating [1995] and Keating and Bahr [1998] used a technique in which all
potential redox reactants were present initially, but certain redox reactions were
removed from the reaction set if the concentrations of relevant reactants became
limiting.
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It is hypothesized in this chapter that “compartments” can be developed,
analogous to redox zones, in which each compartment contains the dominant
redox reactions within its respective zone, but all potential redox reactions do
not need to be included initially. The compartments have no spatial context;
they should be thought of as different stages in reaction progress.

For the current example, there are two redox reactions in each
compartment (Figure 2.2). The decision to switch from one compartment, or
stage, to the next is based upon the relative proportion of the most energetic
oxidant with respect to the least energetic oxidant in that compartment. For
example, the reaction network for the compartment representing the oxic zone
will be used until the concentration of dissolved oxygen is less than a specified
percent of the available nitrate. When this occurs, the reaction network
representing the suboxic zone will be used until the concentration of nitrate is
less than a specified percent of the available manganese oxide. At this point, the
reaction network for the compartment representing the anoxic zone will be used.
The decision variable for switching (i.e., the cut-off value) does not need to be the
same for switching between compartments two and three as it is for switching
between compartments one and two.

Reactions that occur in compartments one and two affect the chemistry of
compartments two and three, respectively, and all the compartments use
different components, species, and reaction sets. Thus, information that is

specific to a given reaction network (e.g., mass balances) could be “lost” upon the
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switch between compartments. Therefore, the potentially “lost” information
must be passed to the next compartment to update the starting state for the next
reaction network. In contrast with techniques such as basis switching [e.g.,
Bethke, 1996], no chemical reactions need to be rewritten and no equilibrium
constants need to be altered; insignificant reactions are merely dropped from the

reaction network as new ones are added.

Test problem

A batch simulation problem was developed against which to test the
compartmentalized approach. The test’problem was based upon representative
conditions at the Cape Cod site. The test problem was first solved without
compartmentalizing the reactions, i.e., all the reactions shown in Table 2.1 were
used in each redox zone and all 17 equations shown in Table 2.2 were solved
simultaneously during the entire course of the simulation. The composition of
the batch system (i.e., the known quantities) was derived from field data and is
shown, along with the starting alkalinity, in Table 2.2. The results for the test
problem without reaction compartmentalization are shown in Figure 2.3, which
was generated with HYDRAQL [Papelis et al., 1988], a descendent of MINEQL
[Westall et al., 1976]). Figure 2.3a shows the distribution of redox-sensitive species
and the development of redox zones as a function of the amount of DOC reacted,
as predicted by thermodynamics. Figure 2.3b shows the changes in pH and

alkalinity as the simulation proceeds. The simulation results in Figure 2.3 were
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Figure 2.3.  Distribution diagram generated without reaction
compartmentalization showing (a) concentrations of redox-
sensitive species and (b) pH and alkalinity as a function of DOC
reacted. The oxic, suboxic, and anoxic zones are also shown.
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realized with some difficulty. To construct the first portion of the diagram, from
0 uM DOC to about 540 1M, required DOC increments of 101 uM to ensure
convergence (103 titration steps to react 100 pM of DOC). Beyond 540 uM (i.e.,
the anoxic/iron zone) the required DOC step to ensure convergence was 104 nM

(i.e., 108 titration steps to react 100 uM of DOC).

Application of the compartmentalized approach to the test problem

The implementation of the compartmentalized approach employed here
to solve the test problem uses HYDRAQL to simulate the simplified reaction
networks within each compartment (see Table 2.1 and Figure 2.2).

As an example of switching between compartments, consider the switch
from compartment one (oxic) to compartment two (suboxic). Here only the
redox reactions in each compartment are shown and the contribution of
individual chemical species to the mass balance of each component is not shown.
For compartment one, there are two redox reactions, one representing aerobic

respiration and the other representing denitrification. The components are H',

CO3i™, NO;, and “CH,0”, where “CH,O” is a surrogate representing all the

reactive DOC:
0,(ag)+"CH,0"= COY + 2H" (2.1)
- 5 " ] 5 2— 4
2NO; + E CH,O" = N, (ag) + —2—CO3 +3H" + H,O (2.2)

46



The mass balance equations are:

T!. =-ALK+2|co, ], -2[0, ], (2.3)
T = [co, ] +]o, ] (2.4)
Ty = [NO, . (2.5)
T, = ['CH, 0"}, [0, ], (2.6)

The components in compartment two are H’, CO; , NO;, Mn™, and “CH,0".

Aerobic respiration no longer occurs and manganese reduction has been added:

2NO; + %"CHZO" = N,(aq) + %cog- +3H* + H,0 (2.7)
MnOz(s)+%”CHZO"+H+ = Mn* +%co§— +H,0 (2.8)

The mass balance equations (i.e., as if there never were a compartment one) are:

T? =-ALK+2[C0, ], -[MnO,(s)]; (2.9)
T = [co, |. +0.5[MnO, (5)], (2.10)
T2 =[NO,]. (2.11)

NOy
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T2, =[MnoO, (], (2.12)
T2y =['CH,0"], -0.5MnO, ()], (2.13)

If there is a switch from compartment one to compartment two, then the mass
balance equations for compartment two must be modified to account for the
effects of the compartment one reactions on the chemistry of compartment two.

This prevents the reaction information of compartment one from being lost:

T;j““diﬁed = T;+ +2*([0, (ag)] used in Compartment 1) (2.14)
T =T +1% ([0, (ag)]used in Compartment 1) (2.15)
Tooed™ = [NO, ], (2.16)
727" = [MnO,(s)]; (2.17)

Temo =Ty o +1.25% (NO; Jused in Compartment 1)

(2.18)
-1# ({0, (ag)] remaining in Compartment 1)

The results from the compartmentalized simulation, using a cut-off value
of 1% for both instances of compartmental switching, are plotted in Figure 2.4 as
an overlay on top of Figure 2.3a (Figure 2.3a is considered to be the correct
answer). Clearly, the match between the simulation approaches is nearly perfect;
differences are not discernible when plotted in this manner. This result is

pleasing, but a rigorous statistical evaluation is more appropriate than a simple
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visual comparison. To do this, five model performance evaluation statistics,
shown in Tables 2.3 and 2.4, were used to evaluate quantitatively the
compartmentalized approach against the model that includes all redox reactions
all the time. Note that although the root mean square error (%) is quite high for
Mn and Fe, the other statistics appear to have reasonably good values. The
results are also plotted in the scatter plots shown in Figure 2.5.

To address the problems encountered with a cut-off value of 1%, the
impact of a lower (0.01%) cut-off value for both instances of compartmental
switching was tested. The scatter plots (Figure 2.5) and statistical values (Table
2.4) demonstrate the effectiveness of the compartmentalized approach when the
more appropriate cut-off value is used. Note that in the anoxic zone, where the
smallest DOC increments were needed to construct Figure 2.3a (i.e., 104 uM), it

was possible to use DOC increments as large as 10! uM with the

compartmentalized approach, without encountering convergence problems.

Kinetic Framework

Description

Thermodynamics provides the driving force for simulating the
geochemical reactions that represent biodegradation. Clearly, consideration of
these reactions as equilibrium reactions is inappropriate because they represent
biologic processes, which do not occur instantaneously. Furthermore, for the

redox reactions under consideration, equilibrium lies extremely far to the right,
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Table 2.3.  Statistical formulas used to evaluate the compartmentalized

approach.

ME=Max|P,-0/| i=1,n

5 105
RMSE(%) = [Z (Pz - 0,) :| ) 1%0

i=1 n

i(Oi —5)2

D=
(»-of
i=1
' (0.-0f -3 (r-0f
5 R =
;(Oi*O)z
Py
CRM =2
0

Note: P; are the values from the compartmentalized approach, O; are the values

from the standard modeling approach, 7 is the number of data, O is the mean of
the standard modeling approach results. The lower limit for the ME (maximum
error), RMSE (root mean square error), and CD (coefficient of determination)
statistics is zero. The maximum value for EF (modeling efficiency) is one. Both
EF and CRM (coefficient of residual mass) can become negative. If EF is less than
zero, the compartmentalized approach values are worse than simply using the
mean of the standard modeling approach results. See Loague and Green [1991] for
a more detailed description of these statistics.
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Table 2.4. Statistical values for two different cut-off criteria.

Sample size(n)

and model

performance

statistics

02 NOg3 Mn Fe pH ALK  Perfect model

Cut-Off = 1%

n 2479 5353 3329 455 5808 5808

ME 0.0000 0.0000 0.0000 0.0000 0.0342 0.0000 0.0000

RMSE (%) 0.0000 0.7596 40.7861  12.6620 0.1625 3.2810 0.0000

CD 1.0000 0.9821 0.9556 0.9171 0.9588 0.9400 1.0000

EF 1.0000 0.9997 0.9760 0.9726 (0.9987 0.9983 1.0000

CRM 0.0000 0.0056 -0.0532 -0.1183 -0.0009 -0.0146 0.0000
Cut-off = 0.01%

n 2514 5378 3318 454 5832 5832

ME 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000

RMSE (%) 0.0000 0.0011 0.0006 0.0000 0.0002 0.0013 0.0000

CcD 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000

EF 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

CRM 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Changing the cut-off from 1% to 0.01% resulted in a significant
improvement in model performance (e.g., RMSE for Mn improved from 40.786%
to 0.0006% with the change in tolerance). See Table 2.3 for explanations of the
model performance statistics.
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as the reactions are written (Table 2.1). So even if these reactions were occurring
in very slowly moving groundwater, rate limitations would be needed because
there is no “dynamic” equilibrium among reactants and products; these reactions
only proceed in the forward direction (i.e., to the right, as written).

There are several kinetic formulations for biogeochemical reactions
reported in the literature [e.g., see Essaid et al., 1995]. Some of these kinetic
formulations incorporate microbial dynamics while others do not. Two
biogeochemical formulations, Monod and Michaelis-Menten, are mathematically
similar except that the former has a term for the concentration of microbes while
the latter does not (i.e., the Michaelis-Menten form is appropriate for situations
in which there is no net microbial growth). Both the Monod and Michaelis-
Menten expressions reduce to first-order kinetics at low reactant concentrations
and to zero-order kinetics at high reactant concentrations.

The relatively low DOC concentrations at the Cape Cod site [Thurman et
al., 1986] suggest that there is no net growth of the bacterial communities. Data
from laboratory experiments using materials from the Cape Cod site have been
successfully modeled with the Michaelis-Menten expression [R. L. Smith,
personal communication, 1997]. In addition, data from denitrification tracer tests
at the Cape Cod site have been successfully modeled using zero-order kinetics
[Smith et al., 1996]. For these reasons, Michaelis-Menten kinetics are employed in

ongoing work with coupled solute transport/geochemical simulations
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(for process-based modeling). Zero-order kinetics were used for model

development with the batch simulations that are reported in this chapter:

dC - g

dt (2.19)

where C is the concentration of any reactant,  is time, and k is the rate constant.
The zero-order kinetic formulation is used solely for simplicity; any rate
expression can be used in the new model.

In the absence of thermodynamic constraints, Monod kinetics, Michaelis-
Menten kinetics, nth-order kinetics, and kinetic expressions based upon
microscopic reversibility may incorrectly simulate reaction progress if two or
more kinetic reactions are present in a reaction set. This is because the simulated
kinetic reactions will proceed as a function of time regardless of the geochemical
conditions, potentially allowing thermodynamically infeasible reactions to occur.
This is why inhibition factors and switching functions have been used. The
approach employed here is to use thermodynamics to determine reaction
feasibility, and the relative amount of DOC that should be apportioned to the
feasible reactions, and kinetic expressions to limit reaction progress. This
approach contrasts with that of Keating [1995] and Keating and Bahr [1998], who
used a strictly equilibrium formulation for all chemical reactions and a time-

dependent source of electrons to control the progress of redox reactions.
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As an example, consider the oxic compartment, where oxygen reduction
and denitrification can occur and denitrification represents the lower-energy
reaction. Each reaction can be assigned a different rate, but for the sake of this
description, it is assumed that (i) the two redox reactions proceed at the same
rate, (ii) oxygen and nitrate concentrations are initially the same, and (iii) DOC is
present in excess (i.e., the time step is small enough so that all the available DOC
is not reacted within one time step). The third assumption is important because
it ensures that the oxygen concentration (in this example) will not be artificially
large due to DOC limitations.

According to kinetics (i.e., without any form of reaction suppression), at
the end of a time step a certain amount of DOC will have reacted, reducing the
concentrations of oxygen and nitrate equally and leaving some free DOC
unreacted. Since the system is not DOC limited, it is assumed that the
kinetically-derived concentration of oxygen is correct, but that the kinetically-
derived concentration of nitrate must be checked for thermodynamic feasibility.
To do this, a thermodynamic (i.e., equilibrium) simulation is performed in which
enough DOC is added to the sysfem to lower the oxygen concentration to the
same value as the kinetically-derived concentration. If the same amount of DOC
that was consumed by oxygen in the kinetic simulation is required, then
thermodynamics indicates that the denitrification reaction should be completely
suppressed under the specified geochemical conditions. If more DOC is

required, then denitrification is only partially suppressed. In either case, if the
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concentration of nitrate is higher in the thermodynamic simulation, then the
kinetic simulation is incorrect and the thermodynamic result is used. If the
concentration of nitrate in the thermodynamic simulation is equal to or lower

than the kinetic simulation, then the kinetic simulation is correct and it is used.

Incorporation of the compartmentalized approach

The compartmentalized approach was incorporated within a kinetic
framework to simulate the development of redox zones as a function of time in a
batch system. KEMOD [Yeh et al., 1993, 1998], the mixed kinetic-equilibrium
geochemistry module of HYDROGEOCHEM 2.1 [Yeh and Salvage, 1995], was
adapted to perform the kinetic and thermodynamic calculations according to the
procedure described above. The basic numerical solution strategy for KEMOD is
similar to that of HYDRAQL [Papelis et al., 1988] and MINEQL [Westall et al.,
1976], except that KEMOD has the ability to include elementary kinetics reactions
based upon microscopic reversibility. I modified KEMOD so that it could solve
irreversible, nth order kinetics. The reactions used are shown in Table 2.1. In the
kinetic framework, all four redox reactions are treated as irreversible, zero-order
kinetic reactions that proceed from left to right, as written. The pH buffering and
speciation reactions are treated as equilibrium reactions. The equations are the
same as those shown in Table 2.2 except for the addition of equations of the form
of (2.19) to represent the rate limitations imposed on the redox reactions. The

kinetic equations are not used for the thermodynamic calculation, and the mass
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action equations (for the redox reactions) are not used for the kinetic calculation.
The initial conditions are the same as the starting state of the equilibrium
simulation shown in Figure 2.3 except DOC is present in excess over the
concentrations of all the redox-sensitive reactants. Thermodynamics would thus
predict instant utilization and exhaustion of all redox reactants.

Since reaction progress is limited by kinetic constraints, the redox
reactants are not exhausted immediately but rather the redox zones develop as a
function of time. No form of empirical reaction inhibition is used to suppress
reactions. Redox reactions that are in the same compartment can both occur
simultaneously if the geochemical conditions are appropriate (e.g., in
compartment one, under low oxygen but relatively higher nitrate
concentrations). If the geochemical conditions are not appropriate for
simultaneous redox reactions, the lower-energy reaction is automatically
suppressed by the thermodynamic constraints. There is always overlap between
sequential redox reactions (e.g., denitrification can occur in the oxic and suboxic
compartments).

The results from the thermodynamic/kinetic simulation are plotted in

Figure 2.6 as a function of dimensionless time (t/t_, ). The simulation was run

from an initial condition of pH 5.5 to a final pH of 6.5, as in Figure 2.3. The
curves in Figure 2.6 truncate abruptly due to compartmental switching (i.e., the

cut-off criteria are enforced). The development of redox zones as a function of

time is clearly shown. Throughout the reaction space, lower-energy redox
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Figure 2.6. Development of redox zones and distribution of redox-sensitive
species as a function of time. Suppression of lower energy
reactions is accomplished through thermodynamic constraints.
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reactions are suppressed by higher-energy redox reactions due to the
thermodynamic constraints. Reaction progress is limited by the kinetic

constraints.

Discussion

Impact of Cut-Off Value

The results shown in Table 2.4 and Figure 2.5 clearly illustrate the impact
the cut-off value has on the compartmentalized simulations. Overall, the match
between the two methods that were compared is very good, as shown in Figure
2.4. The trends are matched precisely, and, from the point of view of Figure 2.4
(cut-off = 1%), there does not appear to be any cause for concern. However,
when the results are plotted as scatter plots, errors become apparent for the
simulation that uses a 1% cut-off value. In itself, this is not necessarily a
problem. It depends upon the goals of the simulations. If one is interested in
general trends in the development of redox zones, then a cut-off value of 1% is
probably fine. If, however, oner is interested in tracking a particular chemical
entity, then the ability to simulate its appearance/disappearance with reasonable
accuracy is highly dependent on the cut-off value.

The best cut-off value for a particular situation is dependent on a number
of factors, including the use of different redox reactions (e.g., employing different

organic compounds instead of solely using “CH»0” to represent all of the
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available DOC). For instance, the free energy yield associated with the
degradation of, say, toluene, may produce curves with different slopes. These
slopes may also be different for different oxidants. In general, however, there is
a correlation between desired accuracy and magnitude of the cut-off value;
smaller cut-off values yield more accurate results. There is a trade-off, however,
between lower cut-off value (i.e., more accuracy) and simulation time. No
attempt was made to determine the optimal cut-off value for the system studied
here. Such an optimal value would be a function of DOC increment size, desired

accuracy, initial conditions, and the reactions under consideration.

Impact of Site-Specific Geochemical Assumptions

Characteristics of the redox boundaries shown in Figures 2.3 and 2.6
depend upon assumptions made about the initial conditions and the free energy
of the solids. Free energies of hydrous ferric oxide and manganese oxide were
taken from published compilations [Morel and Hering, 1993]. Iron and
manganese oxides on aquifer sediments from the Cape Cod site exist as complex
hydroxypolymer coatings; the actual free energies are unknown and iron and
manganese likely exist as solids with a range of compositions [Coston et al., 1995].
Inclusion of a range of compositions for each class of solids would affect overall
reactivity, which would affect the minimum computed concentrations of

dissolved iron and dissolved manganese and the positions of the redox
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boundaries. Maximum computed concentrations of dissolved iron and dissolved
manganese depend on the initial conditions.

Characteristics of the evolution of pH and alkalinity shown in Figure 2.3
also depend on site-specific geochemical assumptions. Stoichiometric
coefficients for both the hydrogen ion and carbonate species in the redox
reactions differ somewhat for different organic compounds. Thus, use of
different organic compounds in the computations would yield different pH and
alkalinity trajectories. Inclusion of pH buffers in addition to those of the
carbonate species would also influence the pH trajectory. Surface complexation
reactions between surface sites on the aquifer sediments and hydrogen ions
would provide additional pH buffering [Stollenwerk, 1995]. The result of
additional buffers would be that greater quantities of organic matter and electron

donors would be required to achieve the pH values shown on Figure 2.3.

Comparison with Field Observations

The simulations reported here were performed over the pH range 5.5 to
6.5 to represent the range of field conditions from pristine groundwater to the
average conditions found in the core of the upgradient portion of the sewage
plume at the Cape Cod site. Qualitatively, the simulation results agree with field
observations, as can be seen by comparing Figures 2.3 and 2.6 with Figure 1.4.
The simulation results in Figures 2.3a and 2.6 show the presence of an oxic zone

with high concentrations of dissolved oxygen and nitrate, a suboxic zone with
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high concentrations of nitrate and elevated dissolved manganese, and an anoxic
zone with high concentrations of dissolved manganese and dissolved iron.
Figure 2.3b shows the increases in pH associated with the suboxic and anoxic
zones as seen in Figure 1.4.

The theoretically-based equilibrium constants, which represent the Gibbs
free energy of reaction, determine the most favorable reactions. For example, in
the pH range observed at the Cape Cod site, the thermodynamically-based
model predicts that iron reduction will not commence, and thus no iron zone will
form, until all of the available manganese has been reduced. This is because the
energy released by manganese reduction is so much greater than the energy
released by iron reduction. A similar situation was described by Chapelle and
Lovley [1992] in which sulfate reduction was observed only after ferric iron was
depleted.

The simulation results shown in Figures 2.3 and 2.6 represent what would
occur in a batch system. Figure 1.4 represents one snapshot in time of a vertical
profile, at one location, in the transient Cape Cod groundwater flow system. As
such, the simulation results are only comparable to field data in a qualitative
sense. Figure 1.4 may, however, represent a steady-state in which concentrations
are not changing with time, even though thermodynamic equilibrium is not
achieved. This could occur because reactants and products are constantly

flowing in and out of any given control volume. Thus, a quantitative model
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evaluation against field data can only be realized in the context of solute

transport simulations.

Simultaneous Occurrence of Redox Reactions

An important aspect of any model that simulates sequential, microbially-
mediated redox reactions is the recognition that under certain geochemical
conditions, competing reactions may occur simultaneously (e.g., incomplete
suppression of a lower-energy reaction). The compartmentalized approach
allows for this possibility by always having two redox reactions in each
compartment and by overlapping reactions between compartments (e.g.,
denitrification is included in the oxic and suboxic compartments and manganese
reduction is included in the suboxic and anoxic compartments).

Figure 2.6 shows, for example, denitrification and manganese reduction
occurring simultaneously in the micromolar range. The time over which this
occurs appears to be rather small, but this is a function of the kinetic formulation
(i.e., zero-order kinetics). If first-order kinetics were used in the low
concentration ranges, as it is with Michaelis-Menten kinetics, the time over which

simultaneous redox reactions occur would be greater.
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Conclusions

Redox zones often develop in contaminated aquifers as a response to
microbes oxidizing dissolved organic carbon coupled to the reduction of the
electron acceptor that yields the greatest amount of free energy.
Thermodynamics provides a basis for predicting under what conditions a given
reaction, or microbial process, will occur. With this tool, the development of
redox zones can be simulated on a firmer theoretical basis, reducing the amount
of calibration that must be done (e.g., inhibition factors). Furthermore, the
qualitative description of sequential redox reactions and the development of
redox zones can be quantified using thermodynamics.

The large differences in energy yields between the various redox reactions
lead to systems of equations that are ill-conditioned. This difficulty was
circumvented by developing a rational method to eliminate insignificant
reactions while maintaining the integrity of the numerical solution. This was
done by compartmentalizing the reaction networks in a manner that is
conceptually based on the redox zones themselves. The reactions that give rise
to a particular zone are focused upon, while those that are not important, due to
reactant availability and energetic efficiency, are ignored. When the cut-off
criteria are selected appropriately (i.e., the switch between compartments is done

properly) no significant errors are generated. In addition, it is possible to reduce
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the number of transport equations required to simulate solute transport coupled
with geochemical reactions.

When the compartmentalized approach is placed within a kinetic
framework, the development of redox zones can be simulated as a function of
time. The method of incorporating kinetics allows the use of any kinetic
formulation to constrain reaction progress, while still using thermodynamics to
prevent reactions from occurring under infeasible conditions. The
compartmentalized approach lays the foundation for Chapter 3, in which the
reaction network for the development of redox zones is coupled to a model of

subsurface fluid flow and solute transport based upon the Cape Cod site.
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Chapter 3

Incorporation of a Compartmentalized
Reaction Network Model into a Solute
Transport Framework for the
Development of Redox Zones at Field
Scales

Abstract

This chapter takes the concepts presented in Chapter 2 and embeds them
within a solute transport framework. The compartmentalized approach, as
described in Chapter 2, was developed to simulate the geochemical evolution of
a particular batch system. In this chapter, the compartmentalized approach is
generalized to facilitate the description of its incorporation into a solute transport
simulator. It is then shown that there is an equivalent formulation that removes
any discontinuities that may occur when switching compartments. In Chapter 2,
the rate-limited redox reactions were modeled with zero-order kinetics. In this
chapter, they were simulated with a modified Monod relationship that allows
either the organic substrate or the electron acceptor to be the rate limiting

reactant. The sequential iteration approach (SIA), a technique that allows the
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number of solute transport equations to be reduced, is adopted to solve the
coupled geochemical/solute transport problem. It is shown that when the
compartmentalized approach is embedded within the SIA, with the total
analytical concentration of each component as the dependent variable in the
transport equation, it is possible to reduce the number of transport equations
even further than with the unmodified SIA. Two one-dimensional, coupled
geochemical/solute transport simulations are presented in which redox zones
dynamically evolve in time and space. The first simulation was used to develop
and test the code and the second simulation was constructed to approximate
tield conditions at the Cape Cod site. Two two-dimensional coupled
geochemical /solute transport simulations are also presented. In addition to
demonstrating that the compartmentalized solute transport model functions in
two dimensions, the impact of transverse dispersion on the development of
suboxic transition zones is explored. The compartmentalized approach as
described in this chapter enables the coupled geochemical/solute transport
problem for the development of redox zones to be simulated under both kinetic

and thermodynamic constraints.
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Introduction

Aquifers that become contaminated with organic carbon have the
potential to develop zones within the contaminant plume in which the
groundwater chemistry is drastically different than in surrounding zones. Often,
the major differences between zones are the concentrations of redox-sensitive
compounds, also known as electron acceptors and donors, such as dissolved
oxygen, nitrate, and dissolved manganese and iron. In such cases, these areas
are termed redox zones. Redox zones arise because the oxidation of dissolved
organic carbon (DOC) occurs via sequential, microbially-mediated redox
reactions that differ widely in the amount of energy liberated by the reactions.
Since the energy yvields differ so greatly, the microbial consortia that can mediate
a higher-energy reaction will greatly dominate over other consortia. For
example, aerobic biodegradation will take place until essentially all the dissolved
oxygen is depleted, leading to the formation of suboxic and /or anoxic zones.

The sequential process continues, with each stage utilizing successively less
energetic reactions, until all the available DOC or electron acceptors are depleted.

Since methods such as pump-and-treat or capture-and-containment are
frequently insufficient to remediate many contaminated aquifers, a significant
amount of research has recently focused on the ability of bacteria to degrade
organic compounds. As highlighted in a recent National Research Council book
[NRC, 1994], the ability to biodegrade many hazardous compounds is dependent
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upon the redox conditions of the contaminated subsurface. For example,
naphthalene biodegrades under aerobic conditions, but does not degrade, or
degrades very slowly, under anaerobic conditions. It is necessary, therefore, to
know the redox conditions within a flow field to ensure that bioremediation will
be successful.

The transport of heavy metals is also dependent upon redox conditions.
Nearly all metals of interest in groundwater problems are influenced by redox
conditions [Freeze and Cherry, 1979]. Small changes in redox conditions can have
drastic effects on the sorptive properties and toxicity of metals. For example,
under reducing conditions chromium exists in the plus three oxidation state
(Cr(I1I)), which can be irreversibly sorbed to aquifer solids; in contrast, under
oxidizing conditions chromium exists in the plus six oxidation state (Cr(VI)) and
is mobile [Kent et al., 1994]. Moreover, Cr(VI) is very toxic, while Cr(IIl) is less so
[NRC, 1994]. Arsenic toxicity is also dependent upon oxidation state; As(IIl) is
more toxic than As(V) [NRC, 1994]. Thus, an ability to characterize and predict
the extent of multiple redox zones is necessary for a process-based
understanding of the fate and transport of many chemical substances currently
recognized as hazardous.

Mathematical models can be a great aid in the conceptual understanding
of the processes behind the development and fate of redox zones in aquifers.
They can also be useful predictive tools, in terms of the fate of a particular

contaminant or in the context of developing and simulating remediation
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strategies. To successfully simulate the development and fate of redox zones in
aquifers, it is necessary to construct a model that includes (i) subsurface fluid
flow, (ii) solute transport (e.g., advection and dispersion), and (iii) geochemical
reactions. This is necessary because none of these processes alone is capable of
characterizing the development of redox zones; the zones develop as a

consequence of the interaction of these three broad processes.

The Cape Cod Site

Land disposal of secondarily-treated sewage at the Massachusetts Military
Reservation near Falmouth, MA (Cape Cod) occurred from 1936 to 1995 and has
led to the development of distinct redox zones [LeBlanc, 1984a; Smith and Duff,
1988; Kent et al., 1994]. The oxic, suboxic, and anoxic zones extend horizontally
downgradient from the contaminant source and vertically down from the water
table. The anoxic zone at Cape Cod contains dissolved iron but no sulfide; thus
the most relevant redox reactions are oxygen reduction, denitrification,
manganese reduction, and iron reduction [Smith and Duff, 1988; Smith et al.,
1991a; Kent et al., 1994]. The nature of the driving force for these microbially-
mediated chemical reactions, thermodynamics, in conjunction with the rate of

the reactions, gives rise to sharp boundaries between the zones.
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Simulation Approaches

Of the many models that have been developed in an effort to characterize
and simulate solute transport coupled with biodegradation and/or redox
processes, most have either focused on the biological aspects of the problem [e.g.,
see Essaid et al. 1995], or restricted their analysis to simplified problems. Ina
two-part paper, Liu and Narasimhan [1989a, b] presented a model that simulated
multiple species reactive transport, including redox reactions. All of the
formulations described by Liu and Narasimhan required the use of a “redox
parameter”, such as pE. It appears that the kinetic formulations used by Liu and
Narasimhan were limited to zero-order. Following the work of Liu and
Narasimhan [1989a, b], McNab and Narasimhan [1993] presented a model that was
designed to accommodate the degradation of organic compounds. This model
included first-order kinetics and linear sorption. Next, McNab and Narasimhan
[1994] described a model of reactive transport that handled the degradation of
organic compounds, but also utilized thermodynamics in conjunction with a
“quasi-expert system” to decide reaction feasibility. The 1994 model of McNab
and Narasimhan used first-order kinetics for organic compounds and all inorganic
reactions were considered to be at equilibrium. The decision parameter for the
expert system was the pE of the system, which was calculated only from the
inorganic species.

Within the last five years or so, several models have been developed that

can solve general mixed kinetic and equilibrium problems, either in batch or
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coupled to solute transport. Yeh et al. [1993, 1998] and Yeh and Salvage [1995]
presented models that could include any number of kinetic reactions, but the
kinetic formulations were restricted to mass-action-based expressions. The Yeh et
al. and Yeh and Salvage models provide no mechanism for the inhibition of a
lower-energy kinetic reaction in the presence of a higher-energy kinetic reaction,
such as denitrification in the presence of appreciable dissolved oxygen. Parkhurst
[1995] and Parkhurst and Appelo [1997] developed a model that can accommodate
any user-specified kinetic formulation. The Parkhurst and Appelo model
stoichiometrically “titrates” DOC into a geochemical system, which is controlled
by thermodynamic equilibrium, as a function of time according to user-specified
rate expressions. The rate expressions can be designated to operate over user-
specified concentration ranges. Keating [1995] and Keating and Bahr [1998]
developed a quasi-kinetic, partial equilibrium model. The Keating and Bahr
model used equilibrium redox reactions, which could be selectively removed
from the reaction network, in conjunction with an internal, time-dependent
source of electrons. All currently available models that incorporate kinetics
within a thermodynamic framework impose thermodynamic equilibrium on
competing redox reactions. Current models do not allow the losers of the
thermodynamic competition to be simulated as rate-limited reactions.

This chapter links the geochemical compartmentalized approach
described in Chapter 2 with solute transport. The compartmentalized approach

provides a simple means to simulate multiple kinetic reactions with different
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reaction rates that are constrained by thermodynamics. Competing redox
reactions can be either thermodynamically- or kinetically-inhibited, including
lower-energy redox reactions that lose the thermodynamic competition with
higher-energy redox reactions. The new model described in this chapter can
accommodate a realistic number of kinetic reactions that compete for DOC,
without the use of empirical reaction inhibition. Each reaction can not only have

its own rate parameters, they can have different kinetic formulations, if desired.

Theory

Geochemistry

In this study, the terms component and species are used in the same manner
as in Westall et al. [1976]. Components do not necessarily equate to the
thermodynamic concept as used in the phase rule; rather, they are defined in the
sense that Rubin [1983] defined tenads. They are chemical entities whose global
mass is reaction-invariant. Only physical processes can change the global mass
of a component, i.e., advection and dispersion. The most direct comparison is to
the basis from linear algebra. Components constitute an independent basis set
such that all species are formed from linear combinations of the components and
no component can be represented by components other than itself. The free
component itself is considered a species. The solution to a geochemical problem

consists of a concentration value for each species. The solution for an
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equilibrium problem is obtained by solving a system of nonlinear mass action
equations (one for each non-component species) and linear mass balance
equations (one for each component). For a problem that includes kinetic
reactions, rate expressions replace the appropriate mass action equation. The
total mass for each component is referred to as the total analytical concentration.
The total analytical concentration of a particular component is the sum of the
concentrations of all species that contain the component, weighted by their
stoichiometric coefficients. Since the concentrations of all species are unknown at
the outset, the system of equations is closed by specifying a value for the total
analytical concentration for each component. Borrowing terminology from Morel
and Hering [1993], recipe items are defined as chemical entities that one might
glean from a chemical analysis (e.g., alkalinity, total carbon dioxide, dissolved
oxygen, etc.). The recipe items, which provide the value of the total analytical
concentration for each component, are written in terms of the chosen component

set as:
M R ,
TFES.;% :Zaijyi j=LN, (3.1)
=1 =1

where T is the total analytical concentration of component j (M L?), M is the
number of chemical species, including free components, s, is the stoichiometric
coefficient of component j in species i, x, is the concentration of species i (M L*), R

is the number of recipe items, 4, is the stoichiometric coefficient of component j in
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recipe item i, y, is the concentration of recipe item i (M L®), and N, is the number
of components.

The compartmentalized approach operates on the premise that some
redox reactions dominate over others, allowing less significant reactions to be
dropped from the reaction network, as described in Chapter 2. The
compartments themselves have no spatial context. They are a function of
reaction progress only. The switch from one compartment to the next is
governed by a user-specified cut-off criterion. In general, each
“compartmentalized” reaction network uses at least some different components
and species. The mass balance information (i.e., the total analytical
concentration) must, therefore, be passed from one reaction network to the next
so that the initial conditions in the new compartment match the final conditions
in the old compartment.

To facilitate describing the compartmentalized approach, “driving” and
“non-driving” components are defined differently. In general, any number of
different organic compounds can be included in the reaction networks. For the
redox system of interest in this study, all reactive dissolved organic carbon is
lumped together and defined as the component “CH,0”, which is considered to
be the driving component. All chemical changes in the system are driven by
reactions with “CH,0O”. For example, in Chapter 2, small increments of “CH,0”
were added to the simulated system to drive the development of redox zones.

For this study, all other components are considered to be non-driving.
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As shown in Chapter 2, two redox reactions are present in each
compartment. The sequence of reactions and compartments is determined by the
energy yield of the redox reactions under consideration. They are ordered from
highest to lowest energy. There is always overlap of reactions between
compartments. The lower-energy reaction in one compartment is the higher-
energy reaction in the next compartment.

The compartmentalized approach for the development of redox zones can

be generalized as follows:

Rn
Tf}‘_‘zaf/ y?"'A;’ n=1kj=1,N, (3.2)

i=1

A = s(hnvi)j Ixh’°. - X if j is a non-driving component  (3.3)

Lo I

h h
- xn—-l

i = S(u_1);%e  if ] 18 the driving component (3.4)

where 7 is the compartment number, R, is the number of recipe items in

compartment 1, y; is the concentration of recipe item i in compartment #, k is the
number of compartments, s and x are defined the same as in (3.1) except the
superscript i denotes the higher-energy redox species in 1, the superscript /
denotes the lower-energy redox species in 7, and the superscript ° denotes the

initial concentration. For example, consider the reaction network for

compartment two in Chapter 2. The components are H', CO3, NO;, and Mn™".
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The redox reactions in this example are denitrification and manganese reduction.

Equations (3.2) — (3.4) are written as:

T: =-ALK+2[CO,], - [MnO,(s)], + A,. (3.5)
Iy, = [co, . +0.5[MnO, ()], + Az (3.6)
Ty, =[NO L +4,, (3.7)
T2, =[MnO, ()] +A4,,. (3.8)
Tio=['CH0"], =0.5[MnO, ()], + Ay o (3.9)
A,,. =2(0,(aq)’—[0,(ag)]) (3.10)
Acpr =10, (ag)I° 10, (ag)] (3.11)
Ayy. =0 (3.12)
A, =0 (3.13)
Acpor =1.25(NO; 1 =[NO; 1)- (O, (aq)1) (3.14)

If the redox reactions are specified as kinetic reactions, which allows the
assumption of an excess of the driving component, then (3.4) can be set to zero.
It is assumed here that the redox reactions are mediated by microbes and that the
overall result of the oxidation of organic carbon at the Cape Cod site can be
represented by the four redox reactions shown in Table 2.1. Since the redox

reactions represent biogeochemical processes, it is assumed that they are rate-
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limited processes, and they are simulated as kinetic reactions. Bekins et al. [1998]
have shown that biogeochemical reactions, over a range of concentrations, are
best represented by a hyperbolic rate expression, such as the Monod or
Michaelis-Menten expressions. The Michaelis-Menten expression is
mathematically similar to the Monod expression except that the Monod
expression typically has a term for the concentration of microbes. The relatively
low DOC concentrations at the Cape Cod site [Thurman et al., 1986] suggest that
there is no net growth of the bacterial communities. Under these conditions the
concentration of microbes can be ignored and the Monod no-growth expression

can be written as:

a _ _,_C (3.15)

dt k. +C

where C is the concentration of an electron acceptor (M L7), k is the maximum
reaction rate (M L T"), k_is the concentration at which the reaction rate is half the
maximum rate, the so-called half-saturation constant (M L~), and ¢ is time (T).
Note that (3.15) reduces to first-order kinetics at low reactant concentrations and
to zero-order kinetics at high reactant concentrations.

It is intuitive that the rate of reaction should be a function not only of the
concentration of the electron acceptor, but also of the organic substrate. Thus, a
modified Monod relationship [Bailey and Ollis, 1977; Molz et al., 1986] was

adopted:
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d
4 _ <€ S (3.16)
dt k.+C |k +S

where S is the concentration of organic substrate (M L) and k, is the half-
saturation constant associated with the substrate (M L”). This formulation allows
either the organic substrate or the electron acceptor to limit the reaction rate, if
either of their concentrations are low. For example, when S <<k, the organic
substrate term on the right-hand side of (3.16) becomes small and limits the
overall reaction rate.

The various microbial communities that mediate the redox reactions
shown in Table 2.1 essentially compete for whatever organic carbon is available.
The geochemical portion of the simulations utilizes two redox reactions in each
compartment, plus aqueous pH buffering reactions and appropriate aqueous
speciation reactions for that compartment. In a given compartment, simulations
in which both electron acceptors and organic substrate are present in excess will
show that both reaction rates have finite, positive values. In the absence of any
reaction inhibition, both electron acceptors would be consumed.
Thermodynamic constraints, however, dictate which reactions should actually
occur. The same procedure described in Chapter 2 is used to determine reaction
feasibility and the amount of dissolved organic carbon that should be partitioned

to each reaction. No empirical reaction inhibition is used in this study.
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Solute Transport

Computational strategy

Transport of conservative solutes is usually described by linear partial
differential equations, with one written for each solute. Many different schemes
have been proposed to couple equilibrium geochemical reactions with solute
transport simulators. Yeh and Tripathi [1989] reviewed the three general
approaches that have been taken and evaluated them in terms of their flexibility,
practicality (i.e., CPU time and memory usage), and the ease with which kinetic
reactions can be included.

The three approaches described by Yeh and Tripathi [1989] differ by the
manner in which the equations describing geochemical reactions are coupled to
the solute transport equations. The approaches Yeh and Tripathi reviewed either
(i) solve simultaneously a mixed system of differential and algebraic equations,
(ii) solve simultaneously a system of nonlinear partial differential equations, or
(iii) iterate sequentially between linear partial differential equations and
nonlinear algebraic equations (+ ordinary differential equations for kinetics). Yeh
and Tripathi [1989] concluded that the latter approach, the sequential iteration
approach (SIA), holds the most promise for solving a wide range of practical
problems. One advantage of the SIA is that the nonlinearities caused by the
geochemical equations are removed from the partial differential equations,

making the task of solving the solute transport equations much simpler. Another
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advantage of the SIA is that it is relatively straightforward to utilize the wide
range of already available geochemical codes.

The SIA can be further subdivided. For example, one could use the
concentration of each dissolved species as the dependent variable in the solute
transport equations. To apply this method, one needs a separate solute transport
equation for each dissolved species, a number that can become quite large.
Alternatively, one could solve for the total dissolved concentration of each
aqueous component in the transport equation [Theis et al., 1982; Kirkner et al.,
1984, 1985; Engesgaard and Kipp, 1992]. Both of these methods calculate the
chemical speciation in a separate chemical module of the computer code, but for
the latter approach the solute transport equations have no direct knowledge of
the individual chemical species. Clearly, such a method has the potential to
significantly reduce the number of solute transport equations needed.

A third variant of the SIA employs the total analytical concentration of
each component as the dependent variable in each transport equation. With this
method, all forms of the component (i.e., total dissolved, total sorbed, and total
precipitated) are summed and used as the dependent variable in the solute
transport equations. Again, the chemical speciation is calculated in a separate
chemical module. This method is very convenient because, as described above,
the known value of the total analytical concentration for each component

provides closure for the geochemical system of equations. Furthermore, it is
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very easy to include precipitated species and kinetic species with this variant of
the SIA [Yeh and Tripathi, 1989).

The approach employed in this study is the SIA, with the total analytical
concentration of each component as the dependent variable in the solute
transport equation. I modified HYDROGEOCHEM 2.1 [Yeh and Salvage, 1995] to
use the compartmentalized approach described above (and in Chapter 2) and to
include no-growth Monod kinetics.

In the unmodified HYDROGEOCHEM 2.1, transport of equilibrium
species is achieved by solving the relevant mass action equations at each time
step and then utilizing (3.1) to calculate the total analytical concentration of each
component, which is then solved for at the next time step with the advection-

dispersion equation, given as:

_f:_v.(vcj)Jrv.(D.vcj) i=1,N (3.17)

C,=T,~P, (3.18)

where C, is the total dissolved concentration of component j (M L), P, is the total
precipitated concentration of component j (M L”), ¥ is the average linear velocity
vector (L T"), and D is the dispersion coefficient tensor (L’ T"). Since the Ts are

functions of the Cs, functional relationships need to be defined to link them.
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These functional relationships are the mass action and mass balance equations

discussed above.

Kinetic species
Kinetic species are not simply functions of the concentrations of the
components that form them. Accordingly, each aqueous kinetic species must

have its own solute transport equation:

%?2_v.(vq)+v.(n.vc,.)+r,. i=1,N, (3.19)

where ¢, is the concentration of the i aqueous kinetic species (M L"), r, is the rate
of production of the i" aqueous kinetic species (M L°T), and N, is the number of
aqueous kinetic species. The contribution of the kinetic species to the total
analytical concentration of each relevant component is accounted for with (3.1)
before (3.17) and (3.18) are solved.

Equation (3.19) indicates that there is one transport equation for each
aqueous kinetic species. Because the number of such species may be different in
different compartments, a decision must be made regarding boundary
conditions. For example, if one were to drop the kinetic species O, from the
reaction network upon switching from compartment one to compartment two
(i.e., oxic to suboxic), a discontinuity in (3.19) would be created. Moving

boundaries would thus be needed for (3.19). The moving boundaries would
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separate the regions of an aquifer that are in the compartment one stage of
reaction progress from those that are in different compartments.

The approach used here is to simply retain the aqueous kinetic species
from previous compartments so that no discontinuity develops and moving
boundaries are not needed. This may seem to contradict the original premise of
the compartmentalized approach, but it does not. A chief advantage of the
compartmentalized approach is the ease with which thermodynamic feasibility
can be decided. This is not affected by retaining insignificant kinetic reactions.
When checking for thermodynamic feasibility, the insignificant reactions are still
ignored; i.e., thermodynamic calculations are not performed for species that are
not part of the compartment in question. Furthermore, the numerical difficulties
associated with calculating concentrations from insignificant reactions occur only
in the thermodynamic computations. The kinetic species are retained solely for
the purpose of preventing discontinuities in (3.19). Moreover, when an
insignificant kinetic species is retained, the concentration of that species is small,
due to the cut-off criteria. Thus, the contribution of the retained kinetic species
to changes in chemical speciation is small, and the rate of reaction at this point is
quite slow because of (3.16).

There are two precipitated kinetic species associated with the reaction
network used in this effort (see Table 2.1). Since the precipitated species are
immobile, they do not need a transport equation. However, the precipitated

species may be composed of components that are not present in all
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compartments. In this study, the component Mn is only present in
compartments two and three (for MnO,(s)) and associated aqueous complexes)
and the component Fe is only present in compartment three (for Fe(OH),(s)) and
associated aqueous complexes). Again, there is the potential for discontinuities
in transport equations that could be handled with moving boundaries. This
time, however, it is (3.17) that could encounter a discontinuity at compartment
boundaries, because the transported entities (i.e., dissolved Mn and Fe) are
components, not kinetic species. A strategy similar to that used for aqueous
kinetic species is employed. Since the incoming water is pristine (i.e., in
compartment one), Mn and Fe are defined as having a dissolved concentration of
zero at the upstream boundary but an initial condition throughout the spatial
domain that consists solely of precipitated concentration. This allows T,, and T,

to be continuous across the spatial domain because of (3.18).

Linkage

Inspection of (3.2) and (3.3) reveals that there is yet another potential for
discontinuities in T, during the course of redox zone development. This second
type of discontinuity cannot be handled in a manner similar to the kinetic species
because it occurs with components that are present in all compartments. The
cause of the discontinuity is that some components may experience a large
change in value at compartmental boundaries. Clearly, such discontinuities

would wreak havoc on most numerical methods for solute transport. An

86



alternative formulation for the compartmentalized approach that circumvents

this problem is:

Rn n—1
T =T, +Z‘aij ¥ ¥yl —ZS(};—I)jx:—l n=1kj=1N, (3.20)
i= HEYE

When simulating perturbed redox systems, it can usually be assumed that
the dissolved redox species are either initially zero or initially the maximum
value for that particular setting. For these conditions, it can be shown that (3.20)
is equivalent to (3.2) through (3.4). As an example, consider the reaction network
outlined in Chapter 2, which is also the reaction network used in this chapter.
Expanding (3.2) and (3.3) for the total analytical concentration of H" in

compartment two yields:

T? = —ALK+2[CO, | - [MnO, (s)}, +2[0, (aq)] 20, (ag)] (3.21)

Expanding (3.20) for the total analytical concentration for H" in compartment two

yields:

T} = —-ALK +2[C0, |, +2[0, ], — [MnO, ()], - 2[0, (aq)] (3.22)

Since [0, (ag)] "= [O2 ]T , (3.21) and (3.22) are equivalent.
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When (3.20) is used to account for compartmental switching, one simply

transports only T, for components that are subject to large changes between

compartments (in this effort H and CO?"). This alternative formulation for the
compartmentalized approach eliminates the discontinuities associated with (3.2)-

(3.4). T} is calculated from (3.20) and then passed to the chemical module.

Flow chart of the model structure

The geochemical code KEMOD [Yeh et al., 1993, 1998] and the coupled
solute transport/geochemical code HYDROGEOCHEM 2.1 [Yeh and Salvage,
1995] were extensively modified for this study to incorporate the
compartmentalized approach. HYDRAQL [Papelis et al., 1988] was incorporated
within the modified HYDROGEOCHEM 2.1 to calculate the equilibrium
concentrations.

All of the solute transport simulations performed in this effort were
conducted with the modified (compartmentalized) version of
HYDROGEOCHEM 2.1. The flow chart in Figure 3.1 illustrates how the
compartmentalized solute transport/geochemical model operates. Only the
major subroutines are shown in Figure 3.1. It should be pointed out that each
one of the subroutines shown in Figure 3.1 (except for truth.f) contains calls to
other subroutines to perform various tasks related to the primary purpose of the
calling routine. The new routines that were developed or modified for

HYDROGEOCHEM 2.1 for this study are represented, respectively, by the dark
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Figure 3.1.

Two-part flow chart illustrating how the compartmentalized solute
transport model operates. HYDROGEOCHEM 2.1 [Yeh and Salvage,
1995] was used as a framework in this study. Many of the routines
from HYDROGEOCHEM 2.1 were not modified for this study (i.e.,
items with no shading). The new routines developed for this study
are shown in dark gray. The existing routines that were modified,
to varying degrees, are shown in light gray. Variables are as
follows; t is time, t is the final time step, Tw is the iterate of T, n is
the node number, nn is the total number of nodes. All other
variables are either defined on the flow chart or are the same as
already defined in this chapter or in Chapter 2. (a) gm2d is the
major “controlling” subroutine of HYDROGEOCHEM 2.1. (b)
ocspit is the HYDROGEOCHEM 2.1 subroutine that loops over all
nodes to calculate the concentrations of all species.
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gray and light gray boxes in Figure 3.1. In addition to performing geochemical
and solute transport calculations, the model essentially works by making two
key decisions. The first decision to be made is to assign each node to the correct
compartment. This decision is made by the subroutine switch.f (Figure 3.1a).
The sequence of operations that is followed each time ocspit.f is called by gm2d.f
is illustrated in the flow chart on Figure 3.1b.

The subroutine ocspit.f loops over the entire set of nodes in the boundary-
value problem and calculates a “batch” geochemical solution at each node. The
second major decision is made within the geochemical sequence of operations. A
decision is made within the subroutine truth.f as to whether the lower-energy
redox reaction within a given compartment is behaving in a rate-limited or
thermodynamically-limited manner. This decision is made by determining
whether the concentration of the lower-energy redox product is lower in the
kinetic step or in the thermodynamic step. If it is lower in the kinetic step, then
the reaction is rate-limited. If it is lower in the thermodynamic step, then the

reaction is being limited by free energy constraints.

Elimination of Transport Equations

Depending on how the geochemical problem is formulated, it may not be
necessary to write a transport equation (i.e., 3.17) for each component. Recall
that the global mass of a component is reaction invariant and is also independent

of other components. The compartmentalized approach allows the definition of
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at least one reaction network in which the total analytical concentration (i.e., T)
of some components does not change. These two ideas allow transport equations
to be dropped from the system of equations under consideration.

Consider a pristine aquifer that is governed by oxic compartment
conditions, in which the components are H*, CO;”, NO;, and “CH,0” and
oxygen reduction and denitrification are the only redox reactions. By definition,
these reactions cannot change 7y, or T, . The contaminants, Ty, and Ty ., are
initially infinitesimal in the aquifer. The upgradient boundary is set to allow the
influx of pristine groundwater (plus unreacted contaminants) that is also

governed by oxic compartment conditions. Hence, the upstream boundary

conditions for H" and CO;™ are equal to the initial conditions for H and CO?",
respectively. Thus, advection and dispersion cannot change 7,, or Tg03 .

H" and CO;" are components in each compartment. Solid phases that are
present in later compartments can change the total analytical concentrations of
H'"and CO;™ due to advection and dispersion. Since only 7; would be
transported for H' or CO;, (3.17) is not needed for these components because
T, and T;, do not change in time or space. One simply specifies that Tj; and
T¢p, remain fixed in value. The chemistry is computed correctly because (3.20) is
used to calculate 7;; and 77, before passing them to the chemistry module. For

the problem at hand, this reduces the total number of transport equations (i.e.,

(3.17) plus (3.19)) from eight to six.
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Testing of the Compartmentalized Solute
Transport Model

Implementation of the compartmentalized solute transport model
consisted of coding equations 3.16 and 3.20 and necessary associated
modifications into HYDROGEOCHEM 2.1 [Yeh and Salvage, 1995], debugging,
and testing. To test the newly created model, a 1.0 m, one-dimensional solute
transport problem and a two-dimensional, 0.1 m by 0.5 m solute transport

problem were devised.

One-Dimensional Simulation

The one-dimensional simulation used for model testing can be
conceptualized as a sand-filled laboratory column that is one meter in length.
The flux of water into the column was set to 7 x 10° m d”. The porosity of the
sand was assumed to be 0.3, which yields an average linear velocity of
2.3x 10" m d". The dispersivity was set to 0.025 m (i.e., the same as Ax).

The initial conditions, shown in Figure 3.2a, were designed to
approximate pristine groundwater at the Cape Cod site; dissolved oxygen (DO)
of 2.5 x 10" M, alkalinity of 0.06 meq 1", and total inorganic carbon of 5 x 10™ M.
These parameters yield an initial pH of 5.51. Two solid phases, MnO,(s) and
Fe(OH),(s), were initially present at 10° and 10° M, respectively. These two

solids were conceptually considered to be weathering coatings on aquifer solids.
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The rate parameters for the simulation are shown in Table 3.1.
To simulate contamination of the column, a flux boundary condition was

used at the inflow boundary:

aC,
qC; =qC) D~ (3.23)
X

where g is the specific discharge (L T") and D, is the longitudinal dispersion
coefficient. The concentration of the incoming flux, C}, was 2.3 x 10%, 2.5 x 107,

and 3.1 x 10° M, for nitrate, DO, and dissolved organic carbon (DOC),
respectively. The influx of nitrate and DOC represents the contamination of this
hypothetical laboratory column.

Figure 3.2a shows results after one year of simulated time. Even though
DO flowed continuously across the upstream boundary at the same
concentration as the initial condition, DO began to disappear due to kinetic
reactions with the incoming DOC. Nitrate was transported conservatively in the
region where oxygen reduction occurred because thermodynamic constraints
prevented denitrification from occurring. The pH decreased because hydrogen
ions were produced by oxygen reduction. Alkalinity did not change since
oxygen reduction was the only major redox reaction that occurred.

As seen in Figure 3.2a, by three years of simulated time, consumption of

DOC caused the DO concentration to decrease enough to allow denitrification to
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Table 3.1.  Rate parameters for the one-dimensional simulation used to test the
compartmentalized solute transport model.

k k k
(moleL'd") (moleL”)  (moleL")
Oxygen reduction 126 x10°  501x10°  1.00x10°
Denitrification 1.26x10° 251x10°  1.00x10°
Manganese reduction 447 x107  398x107  1.00x 10°
Iron reduction 794x 107  631x10°  1.00x10°

These parameters were also used for simulations presented later in this chapter.

See equation (3.16) for definitions and kinetic expression.
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commence. Accordingly, the nitrate profile exhibits a region of “missing mass”
where denitrification has occurred. Also, the pH increased due to the
consumption of hydrogen ions via denitrification. A very small amount of
manganese reduction occurred in the denitrification region because the
thermodynamic calculation indicated that manganese reduction was not quite
completely inhibited, although it was nearly so. The concentration of dissolved
manganese is too low to be seen on Figure 3.2a at three years of simulated time.

After 3.5 years of simulated time (Figure 3.2b), the zone of denitrification
had grown to cover approximately 0.15 m of the column. The concentration of
dissolved manganese increased enough via kinetic reductive dissolution of
MnO,(s) to just appear on the plot (approximately 3 uM). The pH had almost
reached 5.9 and the alkalinity continued to increase.

By five years of simulated time (Figure 3.2b), an iron zone had formed due
to the reduction of Fe(OH),(s). This final redox reaction was thermodynamically
feasible after the available MnO,(s) had been exhausted. The peak dissolved
manganese concentration on Figure 3.2b is approximately 20 uM. The pH values
reached about 6.6 in the zone of iron reduction. Denitrification was still
thermodynamically-inhibited in the first 0.2 m due to the constant influx of DO.

The test simulation illustrated in Figure 3.2 was stopped at six years. As
more and more MnQO,(s) was depleted, the iron reducing zone continued to
expand in length. The peak dissolved iron concentration after six years was

approximately 400uM, and the pH had reached a value of approximately 8. The
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last remaining high concentrations of oxygen left over from the initial condition

had almost been swept from the problem domain.

Two-Dimensional Simulation

Motivation

The two-dimensional test simulation can be conceptualized as a
longitudinal, vertical slice through a plot-scale reactive tracer test. The spatial
domain for the simulation was 0.5 m long by 0.1 m high. The plot scale
simulation demonstrates that the approach taken in this effort is functional in
two dimensions. The ability to perform two-dimensional simulations is useful
because not all of the transport phenomena known to occur can be simulated in
one dimension.

The phenomenon focused upon in the two-dimensional simulation
presented in this section is vertical transverse dispersion. This focus was
motivated by the observation that at the Cape Cod site, sharp, vertical gradients
in key chemical constituents persist over travel distances of at least 3000 m [Smith
et al., 1991b). Smith et al. proposed that these gradients result from the
accumulation of natural recharge water on top of the sewage plume. While this
is certainly the dominant cause, it is worth pointing out that the sharp, vertical
gradients also exist below the plume (see Figure 1.4). In actuality, the recharge

water may make the chemical gradient less steep. The sharp concentration

100



gradients are present through a suboxic transition zone that exists between the
anoxic core of the plume and the pristine, oxic groundwater.

It appears that the existence of the suboxic transition zone is the result of
transverse mixing between contaminated and uncontaminated groundwater. It
is reasonable to assume, if there were no vertical mixing at all, that the chemical
gradients would be even steeper, in theory, tending toward infinity. Of course,
there are no situations in nature where mixing is nonexistent. There is always
some molecular-scale diffusion. Garabedian et al. [1991] determined the
longitudinal dispersivity to be 0.96 m and vertical transverse dispersivity to be
1.5 x 10” m at the Cape Cod site. While the transverse dispersivity represents a
very small amount of mixing, it is reasonable to assume that the largest fraction
of the mixing is due to mechanical dispersion and not molecular diffusion. This
being the case, the question asked, relative to the work described in Chapter 2
and this chapter is: Can the compartmentalized approach be expected to
simulate the formation of the suboxic transition zone?

I hypothesize that there are two distinct reasons why there are persistent
suboxic zones. The first reason is due purely to rate-limited chemical reactions.
This can be seen by examining the results of the one-dimensional simulation
presented in the previous section. In the one-dimensional simulation, there is a
suboxic zone that is persistent between the upgradient boundary and the anoxic
zone. The constant influx of DO maintains the concentrations of DO that are

characteristic of the suboxic zone, which are between the DO concentrations in
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the denitrifying and iron reducing zones and the DO concentrations in the oxic
zone (e.g., the boundary condition for DO). Such a suboxic region would occur
in the absence of mixing.

The mixing hypothesis, proposed here, states that dispersion is the
primary cause of the suboxic transition zones that exist above, below, and
immediately downgradient of the anoxic zone. Rate-limited chemical reactions
are at most a secondary cause of these transition zones. The dispersion that
causes these transition zones could be predominantly molecular or mechanical.
For the purposes of testing the mixing hypothesis, no distinction is made
between spreading, mixing, diffusion, or dispersion, nor the causes thereof. Such
distinctions are well beyond the scope of this dissertation, as they are areas of

intense, continuing research.

Problem setup

To test the mixing hypothesis proposed above, a two-dimensional
compartmentalized solute transport simulation that included transverse
dispersion was conducted. A two-dimensional simulation was needed because
one-dimensional simulations can only simulate a mixing-derived suboxic
transition zone immediately downgradient of the anoxic zone.

The boundary-value problem was constructed such that it included only a
horizontal component of velocity (i.e., 2.6 x 10° m d7), but included transverse

and longitudinal dispersivities, using values that were obtained during
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experiments at the Cape Cod site [Garabedian et al., 1991]. In this way, the purely
chemically-based suboxic zone will still form as it did in the one-dimensional
simulations presented above, i.e., between the contaminant source and the anoxic
zone, along a flow path. The mixing hypothesis predicts that a suboxic zone will
develop above and below the anoxic zone due to transverse dispersion and
downgradient of the anoxic zone due to longitudinal dispersion. It should be
pointed out that this test problem did not require a flow simulation because the
desired velocity was determined a priori. The velocity in this test problem has no
relation to actual velocities at the Cape Cod site.

The numerical technique used to solve the solute transport equations was
an Eulerian finite-element method. Trial-and-error simulations indicated that a
mesh Peclet number of 0.5 in the vertical direction was needed to avoid
significant oscillations in the transverse direction. The vertical transverse
dispersivity calculated by Garabedian et al. [1991] during their experiments at the
Cape Cod site was 1.5 x10° m, so the vertical discretization (i.e., Az) was chosen
to be 8 x 10” m. Oscillations in the longitudinal direction were not an issue
because the longitudinal dispersivity determined by Garabedian et al. (i.e., 0.96 m)
is about twice as large as the length of the spatial domain. Nonetheless, the
horizontal discretization was also relatively fine (Ax = 1.5 x 10 m) so that the
aspect ratio (i.e., Ax/Az) of the model elements was not excessively large. Such a

fine spatial discretization required a proportionately fine temporal discretization.
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The use of spatial and temporal increments of such a small magnitude for
the field-scale simulation presented later in this chapter would have resulted in a
finite-element mesh containing 3.3 x 10° nodes. Fortunately, the impact of
transverse dispersion can be explored effectively at the plot scale. Thus, the
concept-development simulations presented in this section utilizing the small
spatial and temporal increments were performed at the plot scale.

The initial conditions for the two-dimensional, plot-scale simulation were
designed to approximate pristine groundwater at the Cape Cod site. The initial
concentration of DO was 2.5 x 10* M, the initial alkalinity was 0.06 meq I, and
the initial total inorganic carbon was 5 x 10° M. These parameters yield an initial
pH of 5.51. Two solid phases, MnO,(s) and Fe(OH),(s), conceptually considered
to be weathering coatings on aquifer solids, were initially present at 10° and
10° M, respectively. The rate parameters for the two-dimensional, plot scale
simulation are those given in Table 3.2.

The boundary conditions for solute transport for the two-dimensional,
plot-scale simulation are shown in Figure 3.3. The total analytical concentration
of each component (i.e., the value of each tenad) was fixed at the upgradient
boundary (i.e., a constant concentration boundary condition was imposed). Over
most of the upgradient boundary, the incoming water was the same as the water
that was initially present in the aquifer, i.e., it had characteristics of pristine
groundwater. Over a small distance in the middle of the upgradient boundary

2.4 x 10° m) the incoming water also contained nitrate and DOC at 2.3 x 10* and
8
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Table 3.2. Rate parameters used for the plot-scale, two-dimensional test

simulation.
k k k
(moleL"d") (moleL”)  (moleL")
Oxygen reduction 1.99x10° 1.58x10°  1.00x10°
Denitrification 1.58x10° 1.58x10°  1.00x10°

Manganese reduction  3.16 x 10°  3.98x 107  1.00x 107

Iron reduction 316 x10° 1.58x10° 1.00x10°

These parameters were also used for simulations presented later in this chapter.

See equation (3.16) for definitions and kinetic expression
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5.9 x 10 M, respectively. The influx of nitrate and DOC represented the
contamination of the aquifer. The small contaminant source serves to ensure that
the contaminant plume does not interact with the lateral boundaries of the
spatial domain. It also allows the mixing zones caused by transverse dispersion

to be large relative to the width of the plume.

Simulation results

Results at 2.8 years are presented in Figure 3.4. Cross-sections showing
concentrations of DO and nitrate are presented in Figure 3.4a. Note that when
viewed on a linear scale, the DO plot shows a relatively large region of what
appears to be zero concentrations. One must make a decision regarding what
really represents “zero” concentrations. For example, Figure 1.2 shows a cross-
section through the study area on which concentrations of DO are plotted. The
zero contour is actually drawn for measurements that were fifty parts per billion
(1.56 uM) or less [see Walter et al., 1996]. However, oxygen concentrations that
are significantly lower than 50 ppb have been measured at the Cape Cod site
[Savoie and LeBlanc, 1998).

Zero concentrations are never calculated in a thermodynamically-based
model, although extremely small concentrations are (e.g., 10 M). One might
choose to consider one part per billion or one part per trillion to represent a
concentration of zero. Whatever choice is made, the range of DO concentrations

from the initial condition to “zero” is extremely large (i.e., spanning from four to
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Figure 3.4. Plot-scale, two-dimensional simulation results at 2.8 years of
simulation time. (a) DO and nitrate, (b) dissolved manganese and
dissolved iron, and (c) pH and alkalinity. Both linear and
logarithmic scales are shown.
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seven orders of magnitude, depending on the choice of “zero™).

To facilitate the display of simulated concentrations that approach zero,
and to illustrate the steep, vertical concentration gradient, cross-sections plotting
the logarithm of the concentration are also shown in Figure 3.4a. On the plot of
log DO, downgradient from approximately 0.125 m, the DO concentrations are
less than or equal to fifty parts per billion (1.56 uM), downgradient from
approximately 0.175 m the DO concentrations are less than or equal to one part
per billion (0.031 uM), and the dark purple area, from approximately 0.275 m to
0.375 m, is characterized by DO concentrations that are less than or equal to one
part per trillion (3.12 x 10° pM).

The utility of the log plots is again seen for the cross-sections of nitrate
concentrations. The linear scale shows a profound absence of nitrate throughout
most of the aquifer. The generally low concentrations occur because nitrate
concentrations were initially “zero” (actually 10° M). The contaminant source is
displayed clearly as the small region at a height of approximately 0.05 m.
Denitrification began at apprpximately 0.175 m and accordingly nitrate is not
seen in the remainder of the linear plot. The log plot, however, displays the zone
of intense denitrification nicely. A “feather edge”, representing nitrate that was
transported conservatively (due to inhibition by DO), is seen to surround the
region where nitrate concentrations are the lowest (downgradient from

approximately 0.2 m). The irregular contour pattern seen around 0.2 mis an
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artifact of the numerical grid spacing in the horizontal direction (i.e., Ax =
19(Az)).

Figure 3.4b shows plots of dissolved manganese and dissolved iron. The
linear-scale plot of dissolved manganese shows that some oscillations occur. The
log plot of dissolved manganese suggests that the oscillations may not be
significant with respect to the shape and extent of the concentration profile of
dissolved manganese. Time series plots of dissolved manganese might shed
some light on this minor issue, but such an analysis is outside of the scope of the
purpose of these simulations. The linear plot of dissolved iron illustrates well
that the zone of elevated iron concentrations occurs where DO concentrations are
the lowest. The log plot of dissolved iron shows how the size of the iron zone
was increased by longitudinal and transverse dispersion of DOC and dissolved
iron. The maximum concentration of DOC is large (i.e., 5.9 x 10* M), which led to
a large dispersive flux of DOC because DOC was initially zero. The large
dispersive flux allowed a relatively large area of the aquifer to be affected by
reductive iron dissolution as DOC encountered solid phase Fe(Ill) away from the
longitudinal axis of the solute plume.

Figure 3.4c shows plots of alkalinity and pH. These two plots illustrate
that both the highest alkalinities and pHs occur in the iron zone, where DO
concentrations are the lowest. The pH plot also shows how the two-dimensional
distribution of pH was affected by the different redox reactions. The pH is seen

to have decreased where oxygen reduction occurred, increased where
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denitrification commenced, and increased even further where iron reduction
occurred.

All of the concentration plots in Figure 3.4 show the development of
suboxic transition zones (e.g., where nitrate is transported conservatively) above
and below the longitudinal axis of the contaminant plume. The mixing-based
suboxic transition zone that forms immediately downgradient of the anoxic zone
is not displayed in Figure 3.4 because the plume has been transported beyond
the downgradient boundary, but it can be seen in the one-dimensional
simulation shown in Figure 3.2. The vertical component of velocity was zero for
the two-dimensional simulation shown in Figure 3.4. If transverse dispersion did
not occur, the vertical concentration gradients from the longitudinal axis of the
plume to the edges would be infinite. Therefore, the mixing hypothesis, viewed

in terms of the stated assumptions related to dispersion, cannot be rejected.

Application and Results

The laboratory- and plot-scale simulations described above demonstrate
that the compartmental solute transport model described in this chapter
functions properly. The simulation of the laboratory column showed that the
redox zones developed as a function of space and time under the
thermodynamic and kinetic constraints described in this chapter and in Chapter
2. The plot-scale simulation demonstrated that the compartmental solute
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transport model is functional in two dimensions. The plot-scale simulation also
supported the hypothesis that certain suboxic zones occur dominantly due to
dispersion.

Two additional simulations are presented in this section demonstrating

that the compartmental solute transport model is functional at the field scale.

One-Dimensional Simulation

A 400 m in length, one-dimensional solute transport simulation was
performed as a first step toward demonstrating the new compartmental solute
transport model’s applicability to field-scale problems. The simulation was
based upon average field conditions at the Cape Cod site. This simulation was
not intended to represent a historical account of the development of redox zones
at the site. Rather, the intention was to show in a conceptual, yet quantitative,
manner that the redox zones developed as a result of the processes that were
hypothesized, and that the compartmentalized approach to solving the
thermodynamic/kinetic problem is a reliable and robust method for solving the
numerical problem.

Reaction rates were abstracted from field experiments conducted at the
Cape Cod site in 1996 [Penarrieta, 1998]. The results of these experiments showed
an oxygen consumption rate of 2.85 x 10° mole L' d". The rate constants and
half-saturation constants used in the field-scale simulation are those given in

Table 3.2. The hydraulic conductivity, porosity, and dispersivity values used for
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the field-scale, one-dimensional simulation were taken from the Cape Cod site
data and assumed to be spatially homogeneous. The hydraulic conductivity,
porosity, and average hydraulic gradient yield an average linear velocity of
0.41 m d” [LeBlanc et al., 1991]. It should be pointed out that this application of
the compartmental solute transport model did not require a flow simulation
because the desired velocity was already known.

The cut-off values used were 7 x 10*, for the switch between
compartments one and two, and 1 x 107?, for the switch between compartments
two and three. A statistical comparison in batch mode was performed pitting the
compartmentalized approach model against the equilibrium test simulation
described in Chapter 2 (see Figures 2.3 and 2.4 and Tables 2.3 and 2.4), using
these cut-off values. The results of the comparison are shown in Table 3.3.

The boundary and initial conditions for the field-scale, one-dimensional
simulation that are shown in Figure 3.5 were the same as those used for the one
meter problem during model testing (i.e., Figure 3.2). The spatial increments for
the field-scale simulation were 1.65 m. The major differences between the two
one-dimensional simulations are that the spatial domain is now at the field scale,
which required more than 5 times as many nodes, and that field-scale parameters
were used in the simulation (e.g., solute velocity and dispersivity). The
simulation results in Figure 3.5 demonstrate that the compartmentalized solute

transport model is capable of simulating field-scale phenomena.
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Table 3.3.  Statistical comparison of a compartmentalized batch simulation to
the equilibrium test problem described in Chapter 2. Cut-off vales
of 7 x 10" and 1 x 10” for cut-offs one and two, respectively, were

used.
Sample size (n)
and model
performance
statistics
O, NO, Mn Fe pH ALK Perfect model
n 2500 5375 3332 457 5832 5832
ME 0.0000 (0.0000 0.0000 0.0000 0.0004 0.0000 0.0000

RMSE (%) 0.0001 0.0014 0.0996 0.0000 0.0009 0.0188 0.0000

CD 1.0000 1.0000 1.0000 1.0000 0.9999 1.0003 1.0000
EF 1.0000  1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
CRM 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

The model performance statistics used here are described by Loague and Green
[1991] and are the same as those shown in Table 2.3 and used in Table 2.4. The
lower limit for the ME (maximum error), RMSE (root mean square error), and
CD (coefficient of determination) statistics is zero. The maximum value for EF
(modeling efficiency) is one. Both EF and CRM (coefficient of residual mass) can
become negative. If EF is less than zero, the compartmentalized approach values
are worse than simply using the mean of the standard modeling approach
results.
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As shown in Figure 3.5a, after 0.4 years, the leading edge of the nitrate
profile had moved about 80 m, while over the same distance oxygen reduction
had lowered the DO concentration by about two orders of magnitude. At (.8
years, the DO concentration was low enough that part of the system switched to
compartment two and denitrification commenced. Low concentrations of
dissolved manganese appeared, due to incomplete inhibition of manganese
reduction. One should note that the dissolved manganese concentration
remained too low to be seen on Figure 3.5a at 0.8 years because manganese
reduction was by and large inhibited by the presence of nitrate.

Inspection of Figure 3.5b reveals that by 0.9 years, the zone of
denitrification had increased. Low concentrations of dissolved manganese are
now visible because nitrate was no longer inhibiting reductive dissolution of
MnQO,(s). The pH/alkalinity plot in Figure 3.5b shows the location of the
compartments at one year. From 0 m to about 80 m and from about 200 m to
400 m, the aquifer was in compartment one. The aquifer was in compartment
two between 80 and 120 m and approximately 140 and 150 m. An iron zone
formed in the part of the aquifer that was in compartment three, between
approximately 120 and 140 m. Finally, as illustrated in Figure 3.5b, by 1.1 years,
the dissolved iron concentrations had increased dramatically due to the
continued kinetic dissolution of Fe(OH),(s). The pH had reached approximately
6.5, which is nearly as high as has been observed at the Cape Cod site [Kent et al.,

1994]. The simulation was stopped at 1.1 years.
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Two-Dimensional Simulation

Motivation

The goal of this simulation was to apply the compartmental solute
transport model to a two-dimensional, field-scale setting that included non-zero
values for both the horizontal and vertical components of the velocity vector. To
accomplish this in a practical manner, a much coarser spatial discretization, than
that used for the plot-scale simulation discussed above, was used for the field-
scale simulation.

It is well known that if the spatial discretization of a finite-element mesh is
greater than two to four times the dispersivity, oscillations will occur [e.g. see
Marsily, 1986]. Oscillations that may not lead to a divergent solution for a
conservative solute can cause mass balance errors with the geochemical
equations when the sequential iteration approach is employed [e.g., see Yeh and
Tripathi, 1989, 1991]. Mass balance errors could occur because the total analytical
concentration of a component (i.e., the tenad) is the weighted sum of the species
that contain that component, including kinetic species. The value of the tenad
changes due to advection, dispersion, and oscillations. It may become
impossible for the weighted sum of the species calculated in the geochemical
module to equal the value of the tenad that was calculated by the transport
module if oscillations are excessive, leading to a divergent solution. The
threshold for “excessive oscillations” is probably problem-dependent, but its

determination is outside of the scope of this dissertation.
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To enable the coarser discretization, a Lagrangian-Eulerian finite-element
framework that uses single-step reverse particle tracking for the advective term
was used for the field-scale, two-dimensional simulation. This numerical scheme
is an option in HYDROGEOCHEM 2.1 [Yeh and Salvage, 1995]. The single-step
reverse particle tracking procedure is a generalized approximation of the
upstream difference technique [Yeh and Gwo, 1990]. Some numerical dispersion
can be expected using this procedure. The dispersive term is solved in the
Eulerian framework, and oscillations can occur because of this treatment. To
avoid oscillations, dispersivity values were set to zero, eliminating the dispersion
terms in (3.17) and (3.19). Thus, the dispersion seen in the field-scale, two-

dimensional simulation results was due solely to numerical dispersion.

Problem setup

The field-scale, two-dimensional simulation was designed to be the closest
approximation to the Cape Cod site of any of the simulations presented in this
dissertation. The 400 m length of the spatial domain is the same as the field-
scale, one-dimensional simulation presented above. Since this field-scale
simulation was conducted in two dimensions, vertical flow due to recharge from
precipitation could be simulated.

A steady-state groundwater flow simulation was performed to obtain the
two-dimensional hydraulic head field. The primary goal of the two-dimensional,

field-scale transport simulation was to apply the compartmental solute transport
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model to a realistic velocity field that had nonzero values for both components of
the velocity vector. The effects of a free-surface boundary or the influence of the
unsaturated zone are beyond the scope of this dissertation. As such, a reasonable
distribution of hydraulic head can be obtained by considering that the domain
behaves like a confined aquifer, even though the aquifer at the Cape Cod site is
unconfined. The steady-state groundwater flow equation, with no sources or

sinks, used to calculate the hydraulic head distribution is:

9°h o’h

Kxa?_,_KZ?_O (324)

where K, is the hydraulic conductivity in the i" direction (L T") and k is the
hydraulic head (L). The hydraulic conductivity of the aquifer was assumed to be
homogeneous and anisotropic with the principal axes of anisotropy aligned with
the coordinates. The horizontal hydraulic conductivity was taken to be
1.27 x 10" m s™. The ratio of the horizontal to vertical conductivity was assumed
to be 3.5:1, yielding a vertical hydraulic conductivity of 3.64 x 10" m s™ [LeBlanc et
al., 1991; Hess et al., 1992].

The boundary conditions for the groundwater flow problem are shown in
Figure 3.6. The spatial discretization for the finite-element grid was Ax = 1.65 m
and Az = 0.53 m. Recharge from precipitation was simulated as a constant flux

across the upper boundary. The value for the specific flux was taken from
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LeBlanc et al. [1991]. Since groundwater flow at the Cape Cod site is dominantly
horizontal [LeBlanc et al., 1991], the lower boundary was taken to be a flow line
and was defined as a no flow boundary. The upgradient boundary was assigned
a specified flux that was derived from the average linear velocity reported in
LeBlanc et al. [1991], assuming an effective porosity of 0.39 [Garabedian et al., 1991].
The downgradient boundary was assigned a constant head of 10 m. Flow out of
the problem domain occurs only across the downgradient boundary and equals
the sum of the flux across the upgradient and upper boundaries.

The steady-state, two-dimensional velocity field needed for the transient

solute transport simulation was calculated with Darcy’s Law:

Z:%:_fxg_i‘ (3.25)
V_Z:%:—fzg—i’ (3.26)

where g is specific discharge in the ith direction (L T") and n, is the effective
porosity. Figure 3.7 shows the distribution of hydraulic head and some
streamlines; note that there is a small vertical gradient from recharge that gently
deflects the streamlines downward.

The initial conditions for the two-dimensional, field-scale solute transport
simulation are the same as for the plot-scale simulation described in the previous

section. The boundary conditions are shown in Figure 3.6. Pristine groundwater

125



10—

] [ ———— T r——
N N\J.__’_J 5)-—_7
E %L\"?‘*‘ L T .
~— 6 3 > o
et : s I > > .
5 i > 2 3 >3
S 4 4~ ‘ > > - o2
I : > > > 3 P
2 1 > X N
1 > > > -
0 T S0 L 1l L —l T 1 L ¥ 1 l
0 100 200 300 400
Length (m)
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was allowed to enter the spatial domain at both flux boundaries. Overa 1.1 m
distance in the middle of the upgradient boundary the incoming water also
contains contaminants in the form of nitrate and DOC at 2.3 x 10™ and 4.0 x 10*
M, respectively. At the upgradient boundary, a constant concentration boundary
condition was used so that the total analytical concentration of each component
would be the same at each node where contaminated groundwater was specified.
A constant flux condition was used to describe the total dissolved concentration
of each component flowing across the upper boundary (see Figure 3.6).

The rate parameters for the simulation are given in Tables 3.1 and 3.2. The
rate parameters for oxygen reduction and denitrification are given in Table 3.2

and the rate parameters for manganese and iron reduction are given in Table 3.1.

Simulation results

Results at 1.9 years are presented in Figure 3.8. Inspection of the DO plots
shows that the vertical flow from recharge has influenced the shape of the
suboxic and anoxic zones. The lower edge of the oxygen reduction region has
been moved downward. Flﬁx of DOC due to numerical dispersion, because of
the steep, vertical DOC concentration gradient, has caused the upper edge of the
oxygen reduction region to appear uninfluenced by the vertical component of
groundwater flow. The dispersive flux led to DOC being transported toward the
upper boundary, where it reacted with DO. The magnitude of the residual

between the dispersive and advective fluxes in this area, in conjunction with the
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Figure 3.8.  Field-scale, two-dimensional simulation results at 1.9 years of
simulation time. (a) DO and nitrate, (b) dissolved manganese and
dissolved iron, and (c) pH and alkalinity. Both linear and
logarithmic scales are shown.
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coarse discretization, resulted in a horizontal upper edge to the zone of oxygen
reduction. The log plot of DO concentrations in Figure 3.8a illustrates the steep,
vertical DO gradient very well. The range of concentrations is illustrated much
better on the log plot. The log plot also shows how the zone of “zero” DO, as
defined by the dark purple region, is actually much smaller than the linear plot
would suggest.

The log plot of nitrate concentrations in Figure 3.8a clearly shows the
extent of the zone of intense denitrification, which coincides with the anoxic
zone. Low concentrations of nitrate can be seen below, and downgradient of, the
anoxic zone. These areas represent places where denitrification was inhibited
thermodynamically by the presence of sufficient concentrations of DO. Areas
where nitrate concentrations are about 50 uM or greater represent areas where
nitrate was transported conservatively. The linear plot of nitrate concentrations
shows well the influence of vertical flow, particularly if the red, yellow, and
green shaded areas are examined. The dispersive flux of DOC did not affect
nitrate the same as it affected DO because nitrate concentrations are restricted to
a relatively narrow region, compared to DO. Even though nitrate concentrations
were initially zero, the dispersive flux of nitrate was much smaller than the
dispersive flux of DOC because the vertical concentration gradient of nitrate was
much smaller (compare the boundary conditions of nitrate and DOC).

The linear plot of dissolved manganese (Figure 3.8b) highlights the

leading edge of the dissolved manganese plume. Since the trailing edge
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represents areas of the aquifer where MnO,(s) was depleted, the concentrations
seen in Figure 3.8b are quite low. These low concentrations in the trailing
portion of the plume show up well on the log plot of dissolved manganese.

The linear plot of dissolved iron shows the extent of the iron zone. The
log plot exaggerates the interplay between reaction rate and flow rate. If there
were no vertical flow in the domain (i.e., flow lines were completely horizontal),
then there would be no transverse spreading at all because the dispersivities
were set to zero. The plume of dissolved iron would have infinite concentration
gradients in the vertical direction at the edges of the plume. Since there was a
component of vertical flow, the dissolved iron plume was forced downward and
the leading and bottom edges were subject to numerical dispersion. The upper
edge, however, was not affected significantly by numerical dispersion because
the reaction rates were fast compared to the flow rate. The relatively fast
reaction rate prevented the concentration of dissolved iron from becoming low at
the upper edge of the iron zone, which maintained the steep concentration
gradient. The phenomenon appeared in the iron plot and not the manganese log
plot because the reaction rate is relatively faster for iron reduction at this
snapshot in time, due to the much higher concentrations of Fe(OH),(s) as
compared to MnO,(s). The difference in the appearance of the upper edge of the
dissolved iron plume (Figure 3.8b) and the upper edge of the oxygen reduction
zone (Figure 3.8a) is related to the fact that the DO plot shows the disappearance

of a mobile, dissolved solute. In contrast, the dissolved iron plot shows the
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appearance of a dissolved solute that resulted from the dissolution of an
immobile solid phase.

Figure 3.8¢c clearly shows the changes in pH associated with the different
redox reactions. Oxygen reduction resulted in decreased pH, while the other
three redox reactions resulted in a pH increase. Iron reduction caused the pH
values to exceed 6.0 and tend toward 6.6. Alkalinity increased in areas where
oxygen reduction had ceased. Both the pH and alkalinity plots illustrate the
overall downward movement of the contaminant plume.

The two dimensional, field-scale simulation results do not allow the
rejection of the mixing hypothesis that was proposed in the section on model
testing. The simulation suggests that the overlying and underlying suboxic
zones are indeed transitional mixing zones. The anoxic zone is surrounded by
“suboxic” water. That is, water with higher oxygen concentrations than the core
of the plume but certainly lower than pristine water.

The general features of the redox zones are captured well. The anoxic
zone is tucked neatly within the suboxic zone, which is surrounded by oxic
groundwater. The field-scale, two-dimensional simulation reported here,
designed to approximate the Cape Cod site, misses certain features of the
observed plume. The simplified reaction network and approximated reaction
rates may prevent correct simulation of the actual timing of the development of
the zones. It should be pointed out that it is not known when the zones

developed, as the earliest data available are from 1978, a full 42 years after
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sewage disposal began. Possible extensions related to history matching and
prediction for the Cape Cod site with the compartmental solute transport model
are discussed in Chapter 4.

One question that is difficult to answer with the simulation approach used
in this study is why, at the Cape Cod site, the leading edge of the overall sewage
plume is so far downgradient relative to the leading edge of the anoxic zone. In
the field, the extent of the iron zone correlates with the extent of the anoxic zone.
This may be due to the fact that by far the most thermodynamically stable form
of iron in the presence of oxygen is Fe(Ill), which is highly insoluble. Therefore,
if any oxygen is present, Fe(Il) is not. A possible cause for the downgradient
limit of the anoxic zone is horizontal transverse dispersion of dissolved oxygen
from the suboxic zone. A three dimensional model would be needed to correctly

simulate this process.

Discussion

Implications of the Thermodynamic Inhibition Mechanism

A chief advantage of the compartmentalized approach is that kinetic
constraints are embedded within a thermodynamic framework. This allows a
redox reaction that yields sufficiently lower-energy to be automatically inhibited
in the presence of a higher-energy reaction. The compartmentalized approach

therefore does not need empirical or ad-hoc approaches to reaction inhibition.
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A disadvantage of the compartmentalized approach is that redox
reactions are considered to be equilibrium reactions for part of each time step.
This is done to check thermodynamic feasibility of the lower-energy redox
reaction in a given compartment and to compute the amount of reaction
inhibition, but not necessarily to control reaction progress (see Chapter 2 and
Figure 3.1). The implication is that it is possible to misinterpret a reaction as

reversible. For example, consider the manganese reduction reaction:
1 1
MnO, (s) +E”CH20" +H" = Mn™ +5co_§- +H,0 (3.27)

If it is allowed to be reversible, MnO,(s) could precipitate from a combination of
Mn™, CO; , and H,0. This could occur if some dissolved manganese is

transported downgradient to a location where no, or very little, manganese
reduction has occurred. In this case, the total analytical concentration of
manganese would be greater than the initial condition because the precipitated
phase would still be at the initial concentration. Under geochemical conditions
in which manganese reduction is not favored, the thermodynamic calculation
would force the total precipitated concentration of manganese to equal the total
analytical concentration of manganese via (3.27) and (3.18). Reaction (3.27)
would also produce DOC. Clearly, this would be incorrect, since organic carbon
is not intended to be produced by any reaction under consideration. Thus it is

necessary to ensure that the code does not allow the amount of redox-sensitive
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reactants to increase due to chemical reactions. This is accomplished by
preventing the concentration of the redox reactant from increasing from one time
step to the next due to chemical reactions (see flow chart in Figure 3.1).
Conceptually, this is particularly important for precipitated species because
chemical reactions are the only way that it is possible for the amount of a solid to

increase in the system under consideration (i.e., solids are immobile).

Implications of the Simplified Reaction Network

The reactions used in this study represent overall processes. For example,

Smith et al. [1996] suggested that denitrification does not proceed directly from
NO; to N,. Rather, there is at least one intermediate step and N,O is a product of

this reaction step. While the end result would be the same, intermediate reaction
products are not captured in these simulations. The use of overall reactions has a
larger impact on the kinetic calculations than the equilibrium calculations. This
is because in a thermodynamic framework, only the starting and final states are
important. In a kinetic framework, however, the actual reaction paths are
important because reactions may not go to completion.

Since only primary redox reactions are used (i.e., reactions hypothesized
to represent the dominant microbiological process), additional sinks for, say,
oxygen may be ndissed. For example, abiotic redox reactions may contribute, to
some degree, to the consumption of the proposed electron acceptors. Of

particular concern is dissolved Mn™, which can react with oxygen to form
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MnO,(s). In the simulations presented in this chapter, there is the potential for
Mn™ to come in contact with oxygen. Low concentrations of oxygen are present
in the early stages of compartment two. In addition, there is the potential for
these two constituents to come into contact at the spatial boundary between parts
of the aquifer that are in compartment one and parts that are in compartment
two. Even so, reactions between oxygen and Mn” should be thermodynamically
inhibited by the presence of DOC. The oxygen-DOC reaction is much more
energetically-favorable.

A source of uncertainty in all the simulations presented in this dissertation
is the relationship between nitrate and dissolved manganese. The field data
(Figure 1.4) show dissolved manganese in the presence of abundant nitrate.
However, the model developed for this effort calculates, based upon
thermodynamics, that manganese reduction should occur only after nitrate
concentrations are quite small. There are several possible explanations for this
apparent contradiction, each of which suggests a possible experiment, either
field-based, laboratory, numerical, or some combination thereof. First, the
dissolved manganese may have diffused or dispersed into the nitrate-bearing
areas. Second, the range of reducible manganese solids is probably not
represented accurately by a single solid with one equilibrium constant. This
could be tested with a numerical model and then followed up with laboratory

and/or field experiments.
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Perhaps the use of “CH,0” is too much of a simplification. The actual
DOC soup is most likely a combination of several different organic compounds
that have a range of reactivities. Again, numerical experiments in conjunction
with laboratory and/or field experiments might shed some light on this.
Different microbial populations are likely to be involved in denitrification and
manganese reduction. It is possible that different metabolic mechanisms are
involved. If so, the different reaction mechanisms (or organisms) might be
oxidizing different compounds for denitrification than for manganese reduction.
The simplified treatment presented in this study cannot account for this directly.
It is important to stress, however, that if more is known about the various
reactants and reaction pathways, the information can be incorporated into the
compartmentalized approach, additional reactions can be written, and another

simulation can be conducted using the same methodology (e.g., see Chapter 4).

Alternative Organic Carbon Sources

Although the modeling exercises in this dissertation used dissolved
organic carbon to drive the development of the redox zones, there are other
possible carbon sources. For instance, the majority of the organic matter may
actually be sorbed to the aquifer sediments. It is known that the magnitude of
the sewage source at the Cape Cod site was much larger during World War 11
than at any other time [LeBlanc, 1984a]. It is conceivable that there was a huge

influx of organic matter early in the history of the base, and that most of this
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organic matter has been slowly decaying since then. Recent work at the Cape
Cod site points to a considerable pool of sorbed organic carbon. This scenario
suggests that the recent source history could be relatively devoid of organic

carbon, and the real source could be from the aquifer sediments.

Carbon Limited System?

The reaction network used in this study was patterned after field
conditions at the Cape Cod site. As previously noted, sulfide is not present at
Cape Cod, even though sulfate is. This suggests, due to thermodynamic
constraints, that either the iron reduction reaction is extremely slow or the plume
is organic carbon limited. Work by Thurman et al. [1986] suggested that the latter
is the case. The relationship between pH and iron in the simulations performed
for this study does not reject their hypothesis, but more work would be needed
in which the source concentrations were varied and additional pH buffers were
included if the simulated concentrations of reaction products in this effort were
to be used to further constrain their conclusion.

The initial concentrations of MnO,(s) and Fe(OH),(s) used throughout this
dissertation were estimated. Examination of Figures 2.3, 3.2, and 3.5 éhows that
the reductive dissolution of MnO,(s) contributed little to changes in pH, while the
reductive dissolution of Fe(OH),(s) produced significant increases in pH. This
can also be seen by inspecting the respective chemical reactions in Table 2.1. For

every mole of “CH,0” consumed, two moles of hydrogen ions are consumed for
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manganese reduction, while six moles of hydrogen ions are consumed for iron
reduction. When iron reduction was allowed to continue until about half the
Fe(OH),(s) was depleted, simulated pH values above those observed at the field
site were obtained (approximately pH 8; see Figure 3.2). Such high pH values
have never been observed in the sewage plume at the Cape Cod site.

The only pH buffering reactions included in the effort reported in this
dissertation were those of the aqueous carbonate system (see Table 2.1). As
noted in Chapter 2, surface complexation reactions between surface sites on the
aquifer sediments and hydrogen ions would provide additional pH buffering
[Stollenwerk, 1995]. The simulations conducted for this dissertation suggest that
in the absence of additional pH buffers, the pH values observed in the field
would be higher than those that have been observed if the field setting were not
carbon limited. In addition, sulfate reduction would become thermodynamically
feasible after any excess DOC finally exhausted the available Fe(OH),(s). Sulfate
reduction would have resulted in the appearance of sulfide.

Experiments designed to determine the iron reduction rate at the Cape
Cod site would aid in ansx&ering the question of a carbon limited system. In
addition, numerical experiments could be performed to test the impact of

additional pH buffers and other chemical reactions (see Chapter 4).
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Conclusions

Redox zones have developed at many contaminated sites throughout the
world. The concept-development simulations performed in this chapter with the
new compartmental solute transport model suggest that the redox zones at the
U.S. Geological Survey’s Cape Cod site have developed as a result of the
sequential reduction of oxygen, nitrate, manganese oxide(s), and iron
oxyhydroxide(s). The electron source, organic carbon, was introduced to the
Cape Cod aquifer over approximately sixty years due to the purposeful
infiltration of treated sewage. It has been shown here with the
compartmentalized solute transport simulations that the qualitative description
of the field-scale development of redox zones, which is usually described in
terms of thermodynamics, can be quantified. The sequential, rate-limited use of
various electron acceptors leads to the formation of the zones.

Incorporating the compartmentalized approach into a solute transport
framework has allowed the simulation of the development of redox zones at the
field scale under thermodynamic and Kinetic constraints. Lower-energy redox
reactions can be either thermodynamically- or kinetically-inhibited, depending
on local geochemical conditions. The number of solute transport equations that
are needed to simulate a particular system can be reduced due to the fact that the

reaction networks are decoupled. The solute transport portions of the model are
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treated in a process-based manner by explicitly considering advection and
dispersion.

Simplifications related to abstracting the conceptual model from reality
have minimal impact on the stated goals of the simulations presented in this
chapter. For instance, the source of the contamination at the Cape Cod site
varied in intensity and concentration over the contamination period.
Simplification of the contaminants into two components, nitrate and DOC, and
the use of a constant source concentration, facilitated the testing of the
hypothesis that the redox zones developed as a result of the chemical reactions
and transport processes proposed in this dissertation. The treatment of
microbiological processes as overall chemical reactions and the neglect of
secondary redox reactions has little effect on the conclusions drawn from the
transport simulations reported in this chapter. These simplifications do not
reduce the utility of the model. They do, however, provide possible avenues for

further research.
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Chapter 4

Future Directions

Introduction

The major goal of this dissertation was to develop simulation protocols for
the development of redox zones. To do this, simulations based upon the Cape
Cod field site were constructed and used to develop and test the coupled
compartmentalized approach.

The work reported in Chapters 2 and 3 represents two major new
contributions. The first contribution is the ability to simulate sequential,
competing redox reactions under thermodynamic and kinetic constraints. The
second contribution is the ability for the model to treat lower-energy redox
reactions as either thermodynamically-limited or kinetically-limited in the
presence of higher-energy redox reactions. The batch simulations and the four
solute transport simulations that were performed for this effort demonstrate the
effectiveness of the compartmentalized approach. Each simulation builds upon
the simulations that preceded it. Some simplifying assumptions were made so
that the dominant processes that drive redox zone development could be focused

upon and used as a tool for model and concept development.
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This chapter outlines some of the extensions that could be applied to the
compartmentalized approach now that the methodology is fully developed and
tested. While some of the following extensions are applicable in a general sense,
others are useful on a site-specific basis to enable history matching and

predictions of solute fate and transport.

Additional Reactions

One of the simplifying assumptions made for this effort was not to
consider chemical reactions that lead to retardation of the redox-sensitive solutes
discussed here. These include sorption reactions, redox reactions (including
precipitation), and precipitation reactions that do not involve the transfer of
electrons. This decision was made because retardation does not play a major role
in redox zone development. The general topology of the redox zones is not
affected by retardation. Retardation is a secondary effect that could not be
considered or analyzed until the simulation protocol for the development of
redox zones had been designed and tested.

The extent of the zone of dissolved iron and the extent of the region of
dissolved manganese could be limited by sorption reactions. Such sorption
reactions could slow the rate at which dissolved iron and manganese move.
Sorption could also cause decreases in the maximum dissolved concentrations. If

the concentrations of these dissolved metals were high enough, a decrease in pH

145



could accompany their sorption because hydrogen ions would most likely be
released by the solid surface sites.
A potential redox reaction that could cause limitations to the size of the

iron zone is:

2 Fe™ + MnO,(s) + 4 HO — 2 Fe(OH),(s) + Mn™ + 2 H' (4.1)

The precipitation/dissolution reaction in (4.1) is a redox reaction where
manganese is reduced and iron is oxidized. It is questionable if the reaction in
(4.1) would have a discernable impact on the simulation results. First of all,
“CH,0”, and by inference most reactive DOC, is a much more favorable
reductant than Fe”. Thus, if Fe* and DOC were both available in the presence of
MnQ,(s), thermodynamics predicts that DOC would be the dominant reactant.
Fe” would most likely not become an important reactant until there was virtually
no more DOC available.

It should be pointed out that reaction (4.1) would not be an important
player for the simulations performed in the effort reported here. Due to the rate
limitations placed on the redox reactions that were simulated, the DOC front was
always ahead of the dissolved iron front. Therefore, MnO,(s) was depleted by
DOC before any dissolved iron could reach it. If the iron sorption reaction
described above were to play any role in the simulated reaction network, the

spatial lag between the DOC front and the dissolved iron front would be even
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greater. Potentially, there could be some sorption of DOC, which may cancel out
the iron sorption effect.

The interplay of reaction rates is very important when considering the
impact of not including reaction (4.1) in the reaction network shown in Table 2.1.
In the following discussion, all the reactions described are those shown in Table
2.1 unless otherwise noted. Consider a situation where the manganese reduction
reaction is slow compared to the iron reduction reaction and reaction (4.1) is
included in the reaction network. Assuming that the distribution of MnQ,(s) is
uniform (as it was in the simulations in this study), the fast iron reduction rate
could allow relatively high concentrations of dissolved iron to be in contact with
appreciable MnQO,(s). If at a later time, downgradient from the general location
of iron reduction, DOC were to become exhausted, reaction (4.1) would become
feasible, resulting in the sequestering of Fe’" and the production of Mn™. This
argument of course assumes that reaction (4.1) is not unduly kinetically-limited.

If manganese reduction is fast compared to iron reduction or the rates are
similar, reaction (4.1) would probably not be a factor. Consider the following
two scenarios. If the location in question is downgradient from the general
location of iron reduction, it is likely that MnO,(s) would be sufficiently depleted
by the time Fe™ arrived so that (4.1) would not be significant. On the other
hand, if the location in question were the same location as iron reduction, (4.1)
would not be significant unless DOC were exhausted; if DOC were gone, then

iron reduction would not be occurring.
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At the Cape Cod site itself, the situation is a bit murkier than has been
considered in the preceding examples. As suggested by Thurman et al. [1986], the
site is carbon-limited. As discussed in Chapter 3, the carbon limitation may be
manifested in the observation that sulfate reduction does not appear to occur in
the aquifer. This being the case, it is possible that the only observed manganese
reduction that is driven by DOC occurs upgradient of the anoxic zone. If this is
true, then the remaining dissolved manganese may be a result of a reaction like
(4.1). In this scenario, DOC becomes exhausted after producing high
concentrations of dissolved iron. The dissolved iron moves downgradient, reacts
with MnO,(s), precipitates Fe(OH),(s), releases Mn™, and “limits” the extent of
the iron zone. It should be pointed out that reaction (4.1) also has the potential to

lower pH.

Additional Compartments

Reacting Complex Organic Compounds

One might consider a sort of “precursor” compartment, where complex
organic matter is broken down into simpler compounds that can then be readily
utilized. This step is actually necessary for iron reduction to be of much
consequence. Most of the Fe(Il) produced by microorganisms is coupled to the
oxidation of acetate, but aromatics, other fatty acids, and H, can also be oxidized

by iron reducers [Lovley, 1991]. In this study, all the various reactive organic
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compounds have been lumped together as “CH,O” for the sake of simplicity. If
data were available, the breakdown of complex organic matter and the inclusion
of one or more specific organic reactants could be included in the
compartmentalized approach.

As an example of the breakdown of complex organic matter, consider a
sequence of reactions, catalyzed by various microorganisms, that leads to the
production of organic compounds that can be used by iron reducing bacteria to
reduce significant quantities of poorly crystalline Fe(Ill) oxyhydroxides [Lovley,
1993]. In this study, Fe(OH),(s) was used to represent such iron oxyhydroxides.
Figure 4.1 shows a conceptualized illustration of the multi-step process by which
complex organic matter is broken down to simpler metabolites. In the first step,
hydrolytic enzymes break down complex organic matter into smaller
constituents such as sugars, amino acids, fatty acids, and aromatic compounds.
The sugars and amino acids are then metabolized by fermentative
microorganisms. The most important fermentation acid that can then be utilized
by the iron reducers is acetate [Lovley, 1991].

The reactions that répresent the processes shown in Figure 4.1 would need

to be determined on a case-by-case basis. Generically, the reactions can be

represented by:
complex organic matter — glucose (C.H,,0,) (4.2)
CH,O, — 3 acetate (CH,COO) + 3 H' (4.3)
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Long Chain
Fatty Acids

Fe(ll)
and
CO,

Amino Acids

Figure 4.1.  Conceptual model of the breakdown of complex organic matter
into smaller organic compounds and CO,. Arrows show the
pathways by which microbes catalyze reactions. Unknown or
questionable pathways are indicated by a question mark. This
example uses Fe(Ill) as an electron acceptor (at any reaction step).
A similar conceptual framework would also apply to other
oxidants. Modified from Lovley [1993].
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The reactions in this potential compartment can be changed, or if more reactions
are needed they can be added to an existing compartment, or another

compartment could be added.

Continuing the Development of Redox Zones

Under geochemical conditions found at other field sites, sulfate reduction
and perhaps methanogenesis might be important processes. For each added
redox reaction, an additional compartment needs to be added following
compartment three. For example, if sulfate reduction were added, compartment
four would contain iron reduction and sulfate reduction. If methanogenesis
were added, compartment five would contain sulfate reduction and

methanogenesis.

The Fate of Redox Zones

The effort reported in this study focused on the development of redox
zones starting from pristine groundwater and subsequently introducing
contaminants. Reaction (4.1) could also be included in a separate network of
reactions that controls the fate of redox zones. The second reaction network
would address the question, what happens to the redox zones when there is no
more DOC? In theory, it would not be difficult to include a separate sequence of
reactions describing the fate of redox zones. These reactions, in a sense, would

be a sequence of oxidation reactions because the overall geochemistry of the
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groundwater would become more oxidizing (i.e., the redox potential would be
increasing). Another cut-off value would be needed if one were to include such a
sequence. The second cut-off would represent a decision regarding whether the
aquifer is being contaminated or whether it is being restored to a pre-
contaminated condition. As an example, a general road map is presented below
showing how to add three compartments that go from the anoxic zone to the oxic

zone.

Example 1: A batch geochemical system

It may not be as straightforward to design a set of compartments to
restore an aquifer as it is to contaminate one. As a first example, consider the
batch system from Chapter 2. That closed system was contaminated by
numerically titrating increments of “CH,O” to a solution containing dissolved
oxygen and nitrate that was mixed with two solids, MnO,(s) and Fe(OH),(s). A
reverse numerical titration could be performed by adding increments of
dissolved oxygen to the final solution. To do this, only two compartments

would be required, using the following reactions:

Fe™ + ;1{ O,(ag) + i- H.O — Fe(OH),(s) + 2 H" (4.4)
Mn® + _;_ O,(aq) + H,O — MnO,(s) + 2 H' (4.5)
N,(aq) + % O,(ag) + H,O =2 NO; + 2 H' (4.6)
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The first compartment (i.e., compartment four, if a continuous simulation were
performed from the initial conditions described in Chapter 2) would contain (4.4)
and (4.5). Compartment five would contain (4.5) and (4.6).

The implicit assumption was made in Chapter 2 that the batch system,
although conceptually located in an unconfined aquifer, was essentially isolated
from the atmosphere. This assumption is satisfied, in a conceptual manner, by
assuming a large enough distance between the water table and the simulation
location. The time scales of diffusion are then assumed to be much greater than
the time scale of the chemical reactions. The batch system could, however, also
be modeled as an open system. Atmospheric partial pressures of oxygen and
carbon dioxide could be used to equilibrate the solution. Reactions between the

aqueous and gaseous phases would then be needed:

O,(aq) = O,8) (4.7)

CO,(aq) = CO(g) 4.8)

If the system is considered to be open, then a decision must be made regarding
what form of nitrogen is used in (4.6). If experimental evidence suggests that the
gaseous form of nitrogen is actually the more reactive species, then N,(g) should
be substituted for N,(ag) in (4.6) and the denitrification reaction shown in Table

2.1 should be similarly modified. If the aqueous species is more reactive, (4.6)
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can be left as written, but to account for the fact that the system is open to the

atmosphere, another reaction would be needed:

N,(aq) = N,(g) (4.9)

Example 2: A solute transport system

A second example of an aquifer that is being geochemically restored to an
uncontaminated state is the consideration of a solute transport system. Consider
a moving parcel of water. Assume that this parcel of water has reached a pH of
6.5, all of the MnQ,(s) at its current location and immediately downgradient of it
has been reacted away, and dissolved iron has reached a concentration of about
200 uM (i.e., the approximate end point of the simulated field conditions in the
iron zone). As the parcel of water advects along, dissolved oxygen can enter it
via dispersion, initiating a reaction sequence described by (4.4) — (4.6). This
reaction sequence could be compartmentalized in the same manner as discussed
for the closed batch system.

Now consider that not all of the MnO,(s) was exhausted at the parcel’s
location (or downgradient from it) when the DOC ran out. In this case, the
reaction network would likely need some modifications. Although dissolved
oxygen is thermodynamically favored over MnO,(s) as an oxidant for dissolved
iron, DO is at a disadvantage, as long as reaction (4.1) is not unduly limited

kinetically, due to the fact that it can only reach the dissolved iron by dispersion
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(except at the edges of the iron zone). The revised reaction network might
include (4.1), (4.4), (4.5), and (4.6). This network yields a three compartment
system (following the original three compartment system that was used to
simulate the contamination of the aquifer in Chapters 2 and 3) where
compartment four contains (4.1) and (4.4), compartment five contains (4.4) and
(4.5), and compartment six contains (4.5) and (4.6).

For all of the compartmentalized reaction networks discussed thus far,
there has only been one driving component (i.e., “CH,0”). For this example,
there would be two, but they do not operate together. Fe™ would be the driving
component for compartment four, allowing for the thermodynamic competition
between (4.1) and (4.4). Compartments five and six would then use dissolved

oxygen as the driving component.

Groundwater Flow and Solute Transport
Modeling

A statistical model performance evaluation, similar to that done in
Chapter 2, could be performed pitting simulation data against field data. If the
model evaluation yields unsatisfactory results, the many parameters in the
geochemical and groundwater flow models would need to be adjusted within
the range of reasonable values. The important parameters are the reaction rates
and the hydraulic conductivity distribution. Source term variations are also

important. Clearly, there are many degrees of freedom here and, potentially,
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there are an infinite number of combinations of these variables and parameters
that could provide a reasonable fit to the field data.

At the Cape Cod site, source term variations are likely to be the most
difficult to quantify because of the long, variable history of the sewage treatment
facility. Complete records of effluent output and quality do not exist [LeBlanc,
1984a; D. R. LeBlanc, personal communication, 1996]. Not only did the quantity
and quality of the effluent at Cape Cod vary temporally, it also varied spatially
(see Figure 1.1). Perhaps the best tack to take in calibrating the source term is to
quantify the other unknown parameters, leaving the source term as the residual
for the final adjustment.

Macroscopic, field-scale oxygen consumption rates are known reasonably
well [Penarrieta, 1998]. Denitrification rates have been quantified at the
laboratory scale [Smith and Duff, 1988; Smith et al., 1991a; 1996]. To determine the
rates of manganese and iron reduction at the site, field and laboratory
experiments would be needed. As a first cut, it can be assumed that the rates are
of similar magnitude to oxygen consumption and denitrification, as was done for
this effort.

The spatial variability of hydraulic conductivity (K) for a portion of the
Cape Cod site has been well-studied. Measured values of hydraulic conductivity
range over approximately one order of magnitude [Hess et al., 1992]. The
geometric mean was determined to be 1.1 x 10° m s™ and the correlation lengths

were calculated to be 3.5 m in the horizontal direction and 0.19 m in the vertical

156



direction [Hess et al., 1992]. It should be pointed out that the conductivity
measurements for the Hess et al. study were made in only one small area (tens of
meters) of the Cape Cod aquifer. As such, they really do not lend themselves to
the generation of a kriged map of hydraulic conductivity for the entire site.
However, stochastic simulation offers a method to generate equally probable
realizations of the hydraulic conductivity field, while still honoring the data in
the area of the Hess et al. study. Compartmentalized solute transport simulations
could be conducted utilizing different realizations of hydraulic conductivity to
investigate the impact of spatial variability on the model performance.

An interesting, but as yet unanswered, question is the relationship
between hydraulic conductivity and the concentration of reactive weathering
coatings that exist on sand grains. One might hypothesize that finer grained
material, typically associated with lower hydraulic conductivity values, might
contain higher concentrations of iron and manganese weathering coatings. This
hypothesis is reasonable based on surface area-to-volume ratios. Davis ef al.
[1993] found that the vertical correlation scales for lead adsorption, zinc
adsorption, and hydraulic conductivity were 0.1, 0.15, and 0.26 m, respectively.
The similarity in these correlation lengths suggests that there may be a spatial
correlation between adsorption of these metals and hydraulic conductivity. In
addition, lead adsorption exhibited a weak negative correlation to hydraulic
conductivity [Davis et al., 1993]. Davis et al. also found that there is a strong

positive correlation between lead and zinc adsorption and the amount of iron
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that exists on aquifer material as coatings. This suggests that finer grain material
(i-e., lower hydraulic conductivity material) may contain higher concentrations of
iron oxyhydroxides than coarser grained material.

All of the possible future directions reviewed in this chapter represent
extensions to the simulation methodology developed for this dissertation. They
represent ways in which the coupled compartmentalized approach can be
applied to other field sites and for history matching and predictive purposes.
Since the primary objective of this dissertation was to develop simulation
protocols, the extensions discussed in this chapter are well beyond the scope of

this dissertation.
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Chapter 5

Conclusions

This dissertation was motivated by field-scale observations of redox
zones, which have been well documented in both contaminated and
uncontaminated aquifers throughout the world. At the U.S. Geological Survey’s
Cape Cod research site near Falmouth, Massachusetts, an anoxic zone that
contains high concentrations of dissolved iron has been characterized through
careful and exhaustive sampling from thousands of observation points.

To simulate quantitatively the development of the anoxic/iron zone, the
development of the redox zones that preceded it, the oxic and suboxic zones,
were simulated first. The overall objective of this effort was to test the
hypothesis that the redox zones at the Cape Cod site developed due to the
interaction and interdependence of hydrogeological and geochemical processes.
To address this hypothesis, new simulation concepts were developed that

facilitate the use of a suite of currently available computer codes.
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The major research questions asked were:

What chemical reactions are responsible for the existence of the
redox zones at the Cape Cod site? This question was addressed
in Chapter 2.

How does one solve the thermodynamic/kinetic reaction
network? This question was addressed in Chapter 2.

How can the compartmentalized approach, developed for batch
geochemical systems, be integrated into a solute transport
framework? This question was addressed in Chapter 3.

Can the compartmentalized solute transport model simulate the
development of redox zones in two dimensions at the field
scale? This question was addressed in Chapter 3

What are some ways in which the compartmentalized approach

can be extended? This question was addressed in Chapter 4.

Redox zones often develop in contaminated aquifers as microbes oxidize

organic carbon via reactions that are governed by thermodynamics. The
oxidation reactions are typically coupled to the sequential reduction of various
electron acceptors. The large differences in energy yields between the various
redox reactions lead to sharp boundaries between redox zones, and also gives

rise to systems of equations that are ill-conditioned. The numerical difficulties of
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solving the ill-conditioned systems of equations were overcome in this effort by
developing a rational method that allows the modeler to ignore insignificant
reactions. The method operates by compartmentalizing the reaction network in a
manner that is conceptually based on the redox zones themselves. The reactions
that give rise to a particular zone are focused upon, while those that are not
important due to reactant availability and energetic efficiency are ignored.

Solving redox problems can be challenging for many geochemical
simulation codes. The large differences in energy yields of the major redox
reactions that dominate the geochemistry under different conditions during a
solute transport simulation translate to large differences in the concentrations of
key redox constituents (see Figure 2.3). Note, this is a problem only if
thermodynamic constraints (as opposed to empirical reaction inhibition) are used
for the reactions.

The compartmentalized approach facilitates the use of a fixed component
set by using reaction networks that do not contain insignificant reactions (i.e.,
basis switching techniques are not needed to improve numerical stability). A
fixed component set makés it possible to greatly reduce the number of solute
transport equations by making the total analytical concentration of the
components (i.e., tenads) the dependent variables, rather than the individual
chemical species. The concentrations of the equilibrium species can then be
calculated outside of the solute transport simulator, since they are simply

functions of the component set.
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When a kinetic framework is imposed on the compartmentalized
approach, the development of redox zones can be simulated as a function of time
while still being constrained by thermodynamics. Empirical reaction inhibition is
not required for redox reactions that compete for available organic carbon. Any
kinetic formulation to constrain reaction progress can be used, while still using
thermodynamics to prevent reactions from occurring under infeasible conditions.

Incorporating the compartmentalized approach into a solute transport
framework has allowed the process-based simulation of the development of
redox zones at the field scale. The geochemical portion of the model is
constrained by thermodynamics and kinetics. The solute transport parts of the
model are treated by explicitly considering advection and dispersion.

When the sequential iteration approach is used to simulate solute
transport, with the total analytical concentration as the primary dependent
variable, the number of transport equations needed can be greatly reduced.
Furthermore, a wide variety of currently available geochemical codes can be
used because most of these codes use the total analytical concentration of
components as the primary variable to be solved. When the compartmentalized
approach is implemented, it is possible to reduce the number of transport
equations required to simulate solute transport coupled with geochemical
reactions even further. This can be done because reaction networks for widely

different geochemical conditions can be effectively decoupled.
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The ability of the compartmentalized solute transport model to apply
either a rate-limited or thermodynamically-limited solution is a distinct
advantage over other currently available reactive transport codes. No currently
available model that I am aware of is capable of simulating multiple competitive,
kinetic reactions that are subject to thermodynamic constraints. Other models
that use thermodynamics calculate the competition between redox reactions
based on equilibrium relationships only. The question that is not asked with
these codes is if the lower-energy reaction (i.e., the loser in the thermodynamic
competition) is rate-limited. The compartmentalized solute transport model
developed for this dissertation allows for this flexibility. The procedure used in
the compartmentalized approach can easily check that the progress of kinetic
reactions does not violate thermodynamic constraints.

The compartmentalized solute transport model is capable of solving field-
scale problems of greater than one dimension. Possible extensions could
incorporate other reactions or more complicated fluid flow. Now that the basic

framework is in place, many possibilities lay ahead.
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